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This paper is concerned with deformations of structures on manifolds. 
I t  is divided into two parts: Par t  A treats the question of defining a general 
theory of deformations which will generalize the theory in, e.g. [1 ], [7], and [10], 
while at the same time retaining some geometric or analytical significance. The 
second section, Par t  B, investigates in more detail the implications of our 
general theory on the "classical" structures in differential geometry. 

Let G c= GL(n, R) be a linear Lie group, and let X be an n-dimensional 
manifold. A G-Structure on X is a reduction of the structure group of the 
tangent bundle of X from GL(n, R) to G; geometrically, a G-structure gives 
a principal fibre bundle G--> B~--> X where Ba consists of all G-frames on X. 
The G-structure is integrable if X has a coordinate covering such that  the 
coordinate frames are G-frames. A deformation theory of integrable G-struc- 
tures has been given in [11 ], and, in case n == 2 k and G ~ GL (k, C) C GL (2 k, R), 
some considerable progress has been made towards obtaining general results 
generalizing the well known variation of complex analytic structure. In [1] 
a deformation theory of Riemannian manifolds of constant curvature was 
proposed; a variant of this was used in [13], although the problem in these 
cases was specifically to prove the "rigidity" of a structure, rather than to 
discuss the geometric significance of the existence of deformations. 

After some preliminaries in § I, we shall, in § II ,  give a general definition 
of deformations of G-structures generalizing the theories described above. Our 
definition may be verbally stated as follows: A 1-parameter deformation of a 
G-structure G ~  BG-~ X is given by a 1-parameter family of G-structures 
G-> B a (t)-~ X, B a (0) = B G, such that  the deformed structures have precisely 
the same local properties as the original G-structure. In  other words, we shall 
assume the local triviality of our deformations, and then seek the global 
implications of this hypothesis. Clearly, such a theory generalizes the special 
cases given above. 

In  § I I I  we discuss the relationship of our theory with the theory of sheaves; 
the possibility of such a relationship was one of the motivating factors in our 
definition. Paragraph IV is devoted to the higher order theory of deformations; 
as was indicated, for complex structures, in [2], the main synthesis here is 
gained by systematically introducing the enveloping algebra sheaf of the sheaf 
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of germs of infinitessimal automorphisms of the G-structure. As a new applica- 
tion, we discuss conditions when global infinitesimal automorphisms are 
"stable" under deformations. 

The class of G-structures may be partitioned into two subclasses, those 
whose local automorphism groups are Lie groups (structures of finite type), 
and those whose local groups are not locally compact (structures of infinite 
type). We call the former geometric structures, and Part  B is devoted to the 
deformations of these structures. The most significant fact which turns up 
here is that, for a wide class of manifolds with geometric structures, the study 
of their deformations may be reduced to problems in Lie groups. The general 
program of Part  B is to make this reduction (§§ V, VI, and VII),  and then 
examine what geometric significance this has for deformations (§§ VI I  and 
VIII) .  I n  § IX,  some examples of deformations of geometric structures are 
constructed, along with the parameter variety of the deformation. I t  is seen 
that  these varieties can be, at  best, only locally real analytic sets, as happens 
for complex structures. 

An interesting fact which arises is that,  at least with our method of ap- 
proach, the global analysis of geometric structures does not turn out to be any 
easier than the global analysis of infinite structures as far as deriving theorems 
in deformation theory is concerned. Thus, in § VII I ,  after having worked 
"formally" throughout the preceeding part of the paper, the methods of partial 
differential equations are introduced, as in [8], t~) prove the existence of 
deformations of structures. 

The author would like to acknowledge many valuable conversations with his collegues 
on the topics discussed below; in particular, S. S. CHER~ suggested the general problem 
of defining a deformation theory, and, also, much of the material in § IV has been in- 
fluenced by written communications from D. C. SrENeER. 
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I. G-Structures: Basic Definitions and Preliminaries 

1. Basic Definitions. Let X be any (differeutiable) manifold and let 

GL(n,R) .  ~ B ~ , Xbethepr inc ipalbundleof the tangentbundle  T ( X ) o f X ;  
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we shall sometimes consider B geometrically as the bundle of all tangent  
fn-ames on X. I f  GC GL(N,  R) is a closed linear subgroup of GL(N,  R), then 
there is a fibre bundle diagram 

Vq 
B - - - - +  B I G  

X 

the bundle BIG is the bundle B X o G L ( n ,  R) over X and the fibre is the coset 
space GL(N,  R)/G. We describe r a  in geometrical terms. I f  x C X, then the 
fibre B = :~-1 (x) may  be thought  of as all invertible linear mappings [ : R n ~  
~ T~(X) (= tangent  space to X at  x). Then ra(/) is the set of linear mappings 
f o g : R n ~  T~(X) as g runs through G C GL(n,  R). Equivalently, if 
[ = (e 1 . . . . .  en) is any frame at  x C X, then "CG ([) consists of all frames ] o g 

Definition 1.1: A G-structure on X is given by  a cross section a : X-+ BIG. 
The mapping a picks out a distinguished set B a of frames over X as follows : 

I f  x ~ X, then in a neighborhood U of a(x) ~ B/G, we may  find a local cross 
section i : U - >  B I r ~  I (U) '  Then, for x 1 ~ g e ( U ) ,  ( i o a ) ( x  1) is a frame 
(e~(x 1) . . . . .  en(X~))= /(xl)) C B~,, and Be[~t-I(~G(U)) is the set of frames 
/(xl)g as x I varies in zte(U ) and g ranges over G. 

This total i ty  of all such "adrnissable" frames gives a principal bundle. 

(1.1) G ~  Be n ,  X ,  

and we shall frequently use (1.1) to signify the giving of a G-structure on X. 
Suppose now tha t  we are given a : X ~  B/G, and let U = {U~} be an open 

covering of X by  coordinate neighborhoods U~. Over U~ we may  determine 
a local section 6j: U j ~  Bt:~-I(U~) such tha t  re($j) = a. I f  {[i~} is the system 
of transition functions of X relative to the covering U, then the system {J  (]i J)} 
gives the transition functions of the bundle B, where, for a mapping h : R n -+ R n, 
J (h) is its Jacobian matrix.  Since re (~t) = re  (~i) in U~ ~ UI, we have 

(1.2) g( / i~)~  = ~tgtj 

where gi i :  Ut ~ U¢-+ G is a smooth mapping. I f  xi = (x~, . . . .  x~ n) are the 
coordinates in Ui, we set dx~ = (dx~ . . . . .  dx~) and wi = dxi(r* where, for any 
A E GL(n,  R), A* = *A -1. Then, in Ut ~ Uj, we have from (1.2) w¢ = d x ~ *  
= dx~tJ (]~)~i*gii* = w~gii.* The eocyele condition 9t~g¢~ = g~ (in Ui ~ U¢ ~ U~) 
follows from the cocyele condition on {J (f~)}. Thus, associated to {a~}, we have 
a collection {w~} of I-forms of maximal  rank satisfying 

( 1 . 3 )  = ; = . 

Conversely, a system {w#) satisfying (1.3) determines a section a : X - +  BIG. 
Definition 1.2: A G-structure a : X-+ BIG is integrable if we m a y  choose 

{ U,}, {~¢} above so tha t  ~¢: U~-+ G. 
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Remark: Equivalent to integrability are the statements: 

J ( f . ) ~ G ,  or - ~  . . . . .  0xl~ EBo .  

2. Local Automorphi~ms of G-Structures. Given a local mapping [: X ~ X,  
we always have its linearization f , :  T ~ ( X ) ~  TI(~)(X). If  f ,  is injeetive, we 
may lift I to a bundle mapping 

] . : B  , B 

I : X  , X .  

Given a local mapping [ of maximal rank, there is an induced mapping [ .  : B/Go 

-~ BIG, and ] .  (a) is a local section of BIG ~a X.  

Definition 1.3: / 'u  is the sheaf of non-abelian groups composed of germs of 
local bi-mappings of X such t h a t / .  (~) = ~ o f. Germs i n / ' a  are called local 
bi-G-mappings. 

As it stands, / ' a  is a sheaf over X × X;  a more manageable sheaf is the 
following: 

Definition 1.4: / 'af t ]  is the sheaf of germs of local bi-G-mappings of X 
which depend parametrically upon t varying in a neighborhood of o E R1 and 
which reduce to the identity at  o. 

Thus, a germ of/~a [t] over an open set U C X is given by  open sets W, W 1 
with lV ~ V~ ~ U, an open set V ) {o} in R 1, and a family of bi-G-mappings 
/t : W-+ W 1 (t E V) with fo = identity. 

Proposition 1.1: For a local bi-map f of X,  the following are equivalent: 
(i) f , ( ~ ) = q ,  (if) f . (Ba)  g BG, (iii) f * ( ~ i ) = ~ g i  for some gi: U~-~ G, and 
(iv) f ,  (wi) = w~g*. 

Given a family of local vector fields 0 (t) on X, we may define a family [(t) of 

.... d/(t) = O(t) o f(t) (where local bi-maps as follows: (i)/(0) = Identity,  and (n) 

we consider O(t) as a family of maps of X). We set f(t) = exp(0(t)). (C.f. § IV.1 
below.) 

Definition 1.5: We define a sheaf of germs of vector fields O__a an X by 
letting O__a be these germs of vector fields 0 such tha t  exp (t 0) E/~a [t]. 

Definition 1.6: We define Oa[t] to be these germs of vector fields 0(t), 
depending on t, such that  exp(0(t)) E-Fa[t]. 

Letting g be the real Lie algebra of G, we have 
Proposition 1.2: Let 0 be a germ of a vector field, and let L o denote the Lie 

derivative along O. Then the following are equivalent: (i) 0 E Oa, (if) Lo(~) = ~g~ 
where g~ : U~-~ g, and (fii) Lo(wi) = -- w~ig t. 

Proof: (iii): Let  0 E Oa. Then 
d d 

Lo(w d --- ~ exp (t 0)* w,]t=0= - ~ w  g,(t)]t=o= w' dg,(t) ] ~ J , =  0ana--gi--J,= 0 " "  dg,(,)] . U,~g.  

If, conversely, 0 satisfies (fii), then we easily see that  0 E Oa. 
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Corollary: Oa is a shea[ o / L i e  algebras. 

Proo[: Lfo ' oq = [Lo, Loll and g is a linear Lie algebra. 
Remark:  I f  the G-structure a : X--> B/G is integrable, then, in Ui, all germs 

0 
ax~ = (a = 1 . . . . .  n) E Oa.  

Examples:  (i) I f  G = O(n), then a G-structure is just a Riemamfian 
structure, a germ in Pa  is a local isometry, and an element 0 E Oq is a germ of 
a Killing vector field. (ii) I f  G = I ,  then a G-structure is just a parallelism 
given by global 1-forms w 1 . . . . .  wn; these Pfaffians may  be thought  of as 
giving an affine connexion in the tangent  bundle of X. This connexion has zero 

and its torsion is given by nn ( n ~ ,  1 ) "  - functions C ~ ( x ) a n X  where curvature ,  

dwi = C i. w¢ A w~. The elements 0 C Oa are then just the infinitesimal affine yk 
motions of this linear connexion. (iii) I f  G = GL(n/2,  C) (n even), and if we 
have an integrable G-structure, then X is a complex manifold, and O o may  be 
thought  of as the sheaf of holomorphic vector fields. 

We have the sheaf of rings ~ of C °~ functions an X, and given a G-structure 
(r : X - >  B/G, we define 

Definition 1.7: ~ a  = largest sheaf of subrings of ~ such that ,  for any 
/ ( ~ a ,  0 (Oo ,  J" 0 ~Oa, 

There is a mapping p~ : Oax-~ T~(X)  defined by px(O) = O(x) ( T x ( X )  for 
any germ 0 in the stalk (O(~)~. We set d(x) = dim(imps).  

Definition 1.8: The G-structure G ~  BG-+ X is normal if d(x)  is constant 
on X. The structure is transitive if i t  is normal and d(x) : d i m X .  

Examples:  (i) I f  the G-structure is integrable, then it is transitive. I f  this 
is the case, and ff G = GL(m/2 ,  C), then ~ a  is the sheaf of germs of holo- 
morphic functions. (ii) Let  G = GL(n ,  It) (So tha t  we have a parallelism) and 
suppose tha t  d (x) ~ 1 (x ( X ) .  Then ~ o  is the constant sheaf I t  of real numbers. 

Proo]: A vector field 0 ( Oa if, and only if, Lo(wl) = O(i : 1 . . . . .  n). Thus, 
if ei is dual to  wi, 0 E Oa if, and only if, [0, ei] = 0 (i = 1 . . . . .  n). But,  for a 
function ], []0, et] = J[0, et]  - -  ( e i ] ) O ;  thus [jO, el]  : 0 ( i  : 1 . . . . .  n) if, and 
only if, (eij) = 0 (i = 1 . . . . .  n) which happens if and only if ] is a constant. 

Q . E . D .  
Remark:  Example  (ii) leads us to make the following convention: I f  

d(x)  = 0, then we set (~a ) ,  = 0; if d(x) = 0, then (~G)~ is as given in Defini- 
t ion 1.7. 

3. Flat G-Structures on It~ (see [9]). Let  R ~ be real Euclidean n-space with 
global linear coordinates (x 1 . . . . .  x~), let G C G L ( n , R )  be as in §I .1 and 
denote by  ~ the inhomogeneous linear group with homogeneous par t  G. Let  

be the frame -Ox ~ . . . . .  Ox, at  the origin o, and let G ~ B G -+ R '~ be the 

bundle of G-frames where B e = orbit of [ under 0. (Remark:  we have an exact 

sequence of groups G -~ 0 ~ , Itn and this may  be identified with the fibration 
G ~ B o ~ It'L) We shall describe Oa for this integrable real-analytic G-structure 
on Itn; i t  will clearly suffice to describe the stalk (Oa)o at  the origin. Letting 
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ei = ~ o' any germ ~(x) of an analytic vector field at  o m a y  be written 

(1.4) ~(x) = Z ( ~  .. . . . .  j. xJ' . . .  xJ.)e~ 
i, 1~ . . . . .  1~ 

where ~, ..... i~ is symmetric in the indices ]~(~ = 1 . . . . .  q). 
Proposition 1.3: (Oa) o consists precisely o/ those convergent series (1.4) 

satis/ying the [oUowing condition: For each q and /or any q -  1 vectors 21 
1 n 

= ( q  . . . . .  ~ )  . . . . .  ~o-1 = (4,_1 . . . . .  G l) 

~ . . . . . .  ~, Eg  • " " ' q - - 1  

Remark: Let  S q :~ qth symmetric  product;  then (1.5) states tha t  ~ 
i " E Hom(Sq(Itn), and, under the pairing 

Hom(Sq(R~), R n) ® Sq-~(R~)-~ Horn (R% R ~) = gl(n, R), ~t ® Sq-i  (R,)_> 

C gl(n, R) .  

Definition 1.9: We let ga ~ Horn (Sq (R~), R ~) be those tensors ~ satisfying ( 1.5). 
Remark: gO ~ It" and g~ ~_ g. 
Definition 1.10: G is said to be of finite type if g~ = 0 for some q > 0. 

I f  G is of finite type,  then the least q such tha t  gq = 0 is the order o] G. 
Examples: (i) I f  G is discrete, then it is of finite type of order 1, (ii) if 

G O(n), then g~= tensors ~ik satisfying ~ -- = ~ j k - - - - ~ k = ~ j ;  thus g ~ = 0  
and G has order 2, (iii) if G = GL(n) or Sp(n),  then G is of infinite type;  this 
is also true if G = S L  (n), (iv) if G = C (n) is the conformal group in n-variables, 
then G is infinite if n = 2; otherwise, it is of finite type of order 3, (v) if G 

= non-singular matrices of the form (o A g ) ,  then G is of infinite type,  ( v i ) t h e  

question of what  irreducible linear groups are of finite type  is taken up in [9]; 
also, a general class of linear groups of finite type  is given in § VI.3 below. 

Let  G be connected. We shall construct a sequence G~(G° = G) of linear 
groups by giving the linear Lie algebr~ gk of GL Let  d imG = d; then glC 
C gl(n + d, R) is the abelian Lie algebra consisting of all matrices of the form 

$ 2 =  (0 ~2)where~  ~ g2. (This makes sense s i n c e ~  ffi:fom(R % g).) In  general, 

ga(k > 0) is abelian and is defined by g~ = (g~_~)p In  this way we get a 
sequence of linear groups G = G °, G ~, G ~ . . . .  ; G is of finite type of order q if, 
and only if, G q = I,  G q - I  =~= 1 .  

II. Deformations of G-Structures 

1. Geometric Definition• Let D be a manifold with p a r a m e ~ r  t and distin- 
guished point t o E D, and let a : X - *  BIG be a G-structure on X. 

Intuit ively,  a deformation of a with parameter  space D should be given 
by a family of cross-sections a(t) : X ~  BIG (t E D) with a(t0) = a which is 
smooth in t. However, this definition is too broad, as it clearly leads to an 
infinite dimensional variation space. Example:  if g is any Riemannian metric 
an X, the, for any symmetric tensor ~, g + t ~ gives a deformation of g for t 

Math. Ann, 155 20 
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small.  We shall give a definition which will generalize the  complex  analyt ic  
case and  which, we hope, will be  of a geometr ic  interest.  W e  first give an 
example .  

Example: Let  G = O(n) and let ~/~ H o m ( S 2 T ( X ) ,  It) be the  R iemann ian  
metr ic  of the  Levi-Civi ta  connection. Then  we shall define a de format ion  of g 
to  be given b y  a fami ly  g, (gt0 = g) of locally isometric Riemann ian  s t ruc tures  
on X.  Fo r  example ,  if X is a real  2- torus wi th  angular  pa rame te r s  01, 0,, and  if 
g = dO~ + dO.~, t hen  such a fami ly  gt is g iven b y  g~ = dO~ + (1 -- t) dO,~(--e < 
< t < e). Or we m a y  set  g, = dO~ + 2t dO 1 dO, + dO~; both  of these families 
give locally isometr ic  s t ruc tures  which are, however ,  globally inequivalent .  
Or, if g = e  s in °*d0~+d0~ ,  then  g t = e S i n ° * d 0 ~ + ( 1 - t )  d0~ gives a 
deformat ion,  b u t  g, = e sin 0, dO~ ÷ 2t dO 1 dO2 + dO~ does not. 

W e  now give a formal  definition. Le t  D be a neighborhood of o in R ~ and  
let t = (t 1 . . . . .  W) be a p a r a m e t e r  in D. Then  a deformat ion  of the  G-st ructure  
a : X ~  B/G is g iven b y  a fami ly  of G-structures  o(t):X--> B/G((y(O)= o, 
t ~ D), depending smooth ly  on t, and sat isfying the  following condit ion:  

(2.1) Condition A:  There  exists a covering U =' {U~} of X and local sections 
~ (t) : U, -+  B l ~-1 (U~) wi th  Ta(~ i (t)) = a (t) (as described in § I),  and,  for each i, 
there  exist  a fami ly  of local b i -mappings  ~t (t): Ut--> Ui (t E D) and mappings  
g~ (t) : Ui--> G such t h a t  

(2 .2)  ~ i  ( t ) ,  ~i  (0) = ~ (t) g~ (t) . 

Remarks: Equiva len t  to  (2.2) is the  equa t ion  ~i(t)* ~ ( 0 ) =  a(t). I f  the  
G-st ructure  given by  a is integrable,  t ransi t ive,  or normal ,  t hen  so are the 
s t ructures  a(t).  Also, if G = 0(n) and  the  R iemann ian  s t ruc ture  is locally 
symmetr ic ,  t hen  the  deformed s t ructures  are also. Finally,  if G = I and  if the  
s t ruc ture  funct ions C]k(x ) are constant ,  then  t hey  are cons tant  for a n y  de- 
fo rmed  structure.  

Le t  D 1 be  a neighborhood of o in R m with p a r a m e t e r  t 1, and  let a(t 1) : X ~  
B/G(a(O) = a, t 1 ( D 1) be another  deformat ion  of a. Then  a(t 1) is equivalent 

to  a(t) if there  exists a b i -map  ~o : D ~  D 1 and a family  of b i -maps  ~ ( t )  : X ~  
--~ X (t C D) such t h a t  ~ (t), o (t) = a (~ (t)). Wi th  this definition we m a y  define: 
(i) t r ivial  families of deformat ions ,  (fi) germs of deformations,  and  (iii) uni- 
versal  germs of deformat ions  in an obvious  fashion. 

The  above  definition is s imple enough, bu t  is fll suited for  analyt ical  
proposes,  so we shall give ano ther  equiva len t  definition. 

2. Basic Sheaves; Coordinates o/the First Kind. Let  o(t) (t C D) be a de- 
fo rmat ion  of 0(0) = o : X--~ BIG as described above.  We  define a differentiable 
manifold  ~ wi th  project ion ~ : $/ ' -+ D b y  set t ing ~ --- X × D and  ~(x,  t )=t .  
~Te define now a G-st ructure  along the  fibres of ~ .  Le t  T F be the  sub-bundle  of 
T (~t ~) given b y  vert ical  vectors  (i.e. t angen t  vec tors  ~ wi th  ~ .  (~) = 0); then  T F 
has  s t ruc ture  group GL(n,  R);  let  GL(n,  R)-~  ~ ~ be the  principal  bundle.  



Deformations of G-Structures, A 299 

Wethen  have a diagram ~ * ~/G, and the deformat iona (t) gives us a section 

~ :  " f ' ~  .~[G defined by  Z ' [ X ×  {t} ~= a(t). We now investigate what  effect 
Condition A ((2.I)) has on this fibre space picture. 

Let  ~ - =  sheaf of germs of vector fields on "~; J f  = germs of vector  

fields along the fibres of'¢~ ' ~ , D, and ~'-~ = sheaf of germs of vector  fields on D. 
Then we have 

(2.3) 0 , ~ -  ~ ~z- 9_~ 3 - )  ~ 0 ,  

We now let ~ a  = sheaf of germs of vector fields ~ on ~ such tha t  
(expt~) ,  Z = Z ;  set ~ o  = ~ a  ~ ~7"/~, and then we have 

(2.4) 0 • ~ ( ~  ' ~ ~ Q , 0 for some quotient sheaf Q.  

Recall tha t  for ~ ~ ~ (= stalk at  x ~ ~ ) ,  we defined p~(~) = ~(x). Then we 
have: 

Proposition 2.1: Condition A implies that 

o p~(($~)~) = p ~ ( ~ - ~ ( ~ - . ) ) ~ .  

Remark: Intuit ively,  we have a local infinitessimal G-motion in each 

horizontal direction of ~ , D. 

Proo[: For simplicity, we suppose tha t  d imD = 1. We choose a coordinate 
neighborhood Ui on X such tha t  Ut × D is a neighborhood of x = (x °, to) C $~'. 

0 (where [ (xi, t) is a A germ in ~-I(~J-D) is given by  a vector field [(xi, t ) ~  

0 

px(~5-1(JD))x is given by the veetors 2~-( t=to C T(x,t.)("~) (2 E R); we must  

produce a germ ~(xi, t ) =  ~ ~(x i ,  t) Ox--~. + ~(xi, t) in (~o)x such tha t  

t 0 ) .  o,  s ee o to)) =  (x0, 

By (2.2) we have a 1-parameter family of local hi-maps q~ (t) : U~-~ Ui (t ED) 
such tha t  q~i(t),a(0) = q(t). We define a 1-parameter family of local hi-maps 
~v~ : U~× D-~  Ui×  D, ~Po = Identi ty,  by ~v,(x~, t) = (cf~(t + s) ~(t)-~xt,  t + s) 
(D being shrunk if necessary). Then ~,(xi, t ) ,  27(xi, t) = Z(x} , t  + s) where 
x~ = cf~(t + s) ~ ( t ) - l x i ,  and thus ~v, is a 1-parameter family of local bi-G- 

mappings on ¢", and ds Js=o is a germ in ~ 

But  • = o =  2: ~(x~, t) ~ Ot ' and this proves the Proposition. 

20* 
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Corollary: Let T o E  ~'i) be the germs o/ vector fields ~ X' ~--~with constant 
i --1 

coe/ficients. Then we have a natural diagram 

o '~G--*x~ ~'Q ,o  

l 
T1) 

1 
I 
0.  

Definition 2.1: We set Ea = ~ - I (TD)  so tha t  we have 

(2.5) 0 ' ~ ' o - - ~  ~ a - - ~  To , o ,  

and we call (2.5) the basic shea] sequence of the deformation ~ - +  D. 
Remark: Although we shall not make use of it, it is true tha t  the hypothesis 

of Proposition 2.1 implies Condition A, and this gives an alternate definition 
of our deformations. A modified version of this will be given below. 

Let  { U~} be a coordinate covering of X with coordinates x~ = (x~,. •., x n) in U~ 
and transition functions xi = f,j(x~.). Then, relative to the product  covering 
{U~×D} of ~ ,  a deformation as in § II .1 is given by  a system ({xi},{/,j}, 
{~,(t)}, {q~(t)}, {g,(x,, t)}) satisfying (2.2). For  brevity,  we write this system 
as ({x,}, {f,j}, {~,(t)}). 

Definition 2.2: The system ({x~}, {/i j}, {~(t)}) is called a coordinate system 
o/the first kind an ~ .  

Example: I f  X has an integrable complex structure, then we let U = {Ui} 
be a coordinate covering with holomorphic coordinates Zi = (Z} . . . . .  Z~). 
Then, since the deformed structures are integTable, a coordinate system of the 
first kind is given by  giving C ~ functions. 3-,  (Z~, t) = (3-} (Z,, t) . . . . .  ~-~ (Z~, t)) 
such tha t  3- i (Z ~, 0 ) = Z  i and such tha t  J-i(Zi, t), for fixed t, gives holo- 
morphic coordinates on the manifold X t =  d)-l(t) corresponding to a( t ) :  
X--+ Y$/GL(n, C). 

As another example, if G = O(n), then the G-structure is given, in Ui, 
by a metric ds 2 = g~(x) dxidx j. Then a(t)[ Ui is given by  ds~ = g~j(x, t )dxtdx  i 
and a family of local bi-maps ~ ( t ) :  Ui-+ Ut such tha t  ~i(t)* ds~ = ds 2. 

3. Coordinates o/the Second kind. Continuing on with the example of complex 
structure of the end of § II .2,  we recall that ,  in [7], a deformation of a complex 
manifold was given by  keeping the same coordinates Z i = (Z} . . . . .  Z~) lo- 
cally, but  then varying the transition functions. Thus, Xt = c5-1(t) has a 
coordinate covering U = {Ui} with coordinates Z~ in Ui, and, in U~ ~U~, 
Z~ = f~(Z~, t) where ]~(Zl, 0) = ]~(Z¢) are the transition functions of X -~ X 0. 
The generalization of this to G-structures is what  we shall call coordinates o/ 
the second kind. Before making the formal definition, we see what  these co- 
ordinates will mean for the Riemannian structure at  the end of § II .2.  We 

shall have a fibre-space 3 ~ " D where ¢5-1(t) = Xt  will have a Riemannian 
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s t ruc ture  gt; coordinates  of the  second k ind  will be g iven b y  a coordinate  
covering {Wi} of ~ ,  such t h a t  c5 (W~)=  D, wi th  coordinates  (y~, t) in W~, 
and  t rans i t ion funct ions Yi = fij  (Yj, t), t = t. Final ly ,  the  fami ly  of R iemanu ian  

metr ics  along the  fibres of ~ '~ ) D, when res t r ic ted to  Wi, will be given b y  
ds ~ = g~a(y) dy~ dy~ + h~(y, t) dy~ dt  + p(y ,  t) d t  ~. Thus,  ds~l W~ c~ X t is the  
same for  all t. 

To  m a k e  all this  precise, we assume t h a t  we are g iven a manifo ld  X and a 
G-structure  a : X ~  BIG. A defo rma t ion  of a will be given, first of all, b y  a 

¢5 
fibre space ~ , D such t h a t  ¢5 -~ (t) is a manifold.  We  then  require a section 
X:3v'---> ~/G,  where, set t ing SIX~=a( t ) :X~- - ->  BRIG, we assume t h a t  X 0 
= ~5 -1(0) is G-isomorphic to  X.  So far  we have  no restr ict ion t h a t  the  deforma.  
t ion of a should locally preserve s tructure.  This is given b y  

Condition B:  W e  assume t h a t  we have  a covering IV = (Wi}  of $/', 
if) (Wi) = D, with  coordinates  (Yi, t) in Wt and t rans i t ion funct ions y~ = / i ~  (y~,t), 
t = t in Wi ~ W~. For  each i, 2:[ Wt is g iven b y  ~i(Y~, t) : W i ~  GL(n ,  R), and  
we require  t h a t  there  exist a mappings  gt(y~, t) : Wi-+ G such tha t ,  for each 
fixed t, 

(2.6) ~ (y~, t) .... ~ (y~, 0) gi (Yt, t ) .  

We call such a coordinat izat ion coordinates o / the  second kind. 

There  is a consis tency relat ion which m u s t  be satisfied in order  t h a t  (2.6) 
be inva r i an t  under  coordinate  changes.  This requ i rement  is t h a t  there  exist  
gii : Wi ('x ~VI--> G such t h a t  

(2.7) ~ , ( / , ( y , ,  t)) $~.(ya, t) = St(Y,, t) ff,~(y,, t) 

where o¢u(f~j(y~, t)) is the  J a e o b i a n  of fe~(Ys, t) with respect  to  the  y-variables .  
We  wri te  (2.7) more  briefly as 

(2.s) Y~q.(t)) O~(t) = O,(t) g.(t). 

Let  a:X---> B]G and suppose t h a t  we are g iven a differentiable fami ly  

(r(t) : X ~  BIG (a(0) --~ a, t E D) of G-structures.  Then  we m a y  form 3e" ~ , D 
and we have  S : ~ - - >  BIG. 

Theorem 2.1: On the family Y/" ~ , D, Condition A is completely equivalen$ 
to Condition B. 

Proof: Suppose tha t ,  re lat ive to  covering (U~ × D} of ~ ,  ((x~}, {f~}, 
{~  (t)}, {~0i (t)}) gives a coordinate  sys tem of the  first k ind  (Condition A);  then  
?gi(t).~i(0) = ~i(t) gi(t). We define new coordinates  (Yi, t) in W~ ~ U~ × D b y  
set t ing Yi = q~t(t)-lxt, t = t, and  we write (y~, t) = ~(x t ,  t). Fo r  fixed t, we have  
~(y~, t) = ~ (x~ ,  t ) . ~ ( x ~ ,  t) = opt(t, x~)~lc~(x~, t) 

= a~(x~, O) g~(t) -1 

= ~ ( y t ,  O)g~(t) -1 (Since qo~(O)= I d e n t i t y ) .  
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Thus equation (2.6) is satisfied, we must  verify (2.8). The change of coordinates 
from (Yt, t) to (y~, t) is given by:  t = t, and Yt = ~ t ( t ) - I ( x i )  = ~ i ( t ) - l f i j ( X j )  

= eli(t) -1 o [i~ o opt(t) (yj) = [~s(YJ, t). Thus, for fixed t, we have 

J , ( f i i (Y i~ ,  t)) a~(yj, t) 

= t~(yJ, O.  ~(y~, t) 

= ~ ( 0 . 1 ( / . ) .  ~ ( t ) .  ~ ( t ) .  1 ~;(~, t) 

= opt(t). 1 ~ (x~ ,  t) g~(t) 

= ~ (y~, t) ffi (t). Thus Condition A implies Condition B .  

The converse is proven by  reversing the above calculations. Q . E . D .  
Definition 2.3: Let  X be a manifold, and let ~ : X-> BIG be a G-structure 

on X. Then we define a delormation, with parameter  space D, of (~ by:  (i) a 
family a(t) : X-+  BIG (a(O) = a, t E 1)) of G-structures satisfying Condition A; 

as (ii) a fibre space ~ --2-~ D with 27:3~-+ ~/G such tha t  X[c5-1(0) 
= ~' I Xo : Xo-+ BIG is G-isomorphic to X and such tha t  Condition B is satisfied. 

Remark: We give now a rephrasing, due to CHER~¢, Of the definition of 
deformation of G-structure. Let  G--> Ba-+ X be a G-structure on X, I the 
interval [-- 1, 1] C R, and G* the linear group of (n + 1) x (n + 1) matrices 

g'=(gO ~ ) ( f f E G , * E R ) . S e t Y : - - = X × l ,  a n d l e t ~ : Y : - > l b e t h e p r o j e c .  

tion. Then a deformation, with parameter  space I ,  of the G-structure on X is 
given by:  

(i) A G*-structure G*--> Ba.  --> $: on $ :  
(ii) This G*-structure is required to admit  G-local cross-sections in the 

fibering Y: , I in the following sense: For each point v 0 = (x0, to) E ¢:,  there 
should exist neighborhoods U of x 0 in X, and W of t o in I such tha t  the induced 
G*-structure on U × W C ¢ :  is G* isomorphic to a G'-structure where G' = all 

(iii) The G*-structure on Y:, when restricted to 5-1(0),  gives G--> Ba--> X .  
We shall see below tha t  the group I ~  (X, On) m a y  be interpreted as the 

obstruction to reducing the structure group of any  such G*-strueture on $I" 
down to the group G'. 

IlI. The Relation with Sheaf Theory 

1. The Infinitesimal De]ormation. Let a : X--> BIG give rise to a G-structure 

G , B a • , X ,  and let 3¢" ~ ~ D (t5-1(0) -~ X) be a deformation of this 
structure. We assume, for simplicity, tha t  dim D = 1. Thus we have a 1- 
parameter  family a(t) : X - ~  BIG of G-structures, with a(0) = a, and such tha t  
each a(t) is locally isomorphic to a(0). From the basic sheaf sequence (2.5), 
we get the exact cohomology sequence 

(3.1) . . . .  Ho(cf ,  Ea) ~ , H O ( C : , T D ) - ~ H I ( Y : , ~ a )  . . . .  . 
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Proposition 3.1: I / X  is compact, and if ~ = 0 in (3.1), then the deformation 

~V ~ , D is trivial; i.e. there exists a D 1 ( D such that {o} ( D 1, and a 1-parameter 
family of bi-maps f(tl) : Xo ~ Xtl, (t 1 E D1) such that f(tl) ,  a(0) = ~(tl). 

Proof: The proof is not hard, and goes as follows: Let  { W,}, (y,}, {f,j (y~, t)} 
be a coordinate system of the second kind on ~ .  Then we may consider, in Wi, 

the vector field as a section of T D I W~. I f  W~ ~ Wj ~ 0, then y~ f~j ~ (yj , )  

(~= I . . . . .  n) and t = t ,  t h u s ~ - ~  + ~ -~ - ( y~ , t )  av-~-" Now, by 

differentiating (2.8), we see tha t  = W ~v~, t) - ~  is a section over 

Wif~  W~ of Z a I W t ~ W ~ ,  and (5 N + --~t- ( y j ' t ) - ~ -  = ~ -  is a 

. 
section of TD] Wi A Wj. This all means that  ~ is an element of/4o (yp, T1)) ' 

as well as a global vector field on D. In  (3.1) we let 0 EH°(¢  ", 3a)  be such tha t  

~5 (0) = ~ -  ; 0 exists since d = 0. 

Now, since X is compact, we may choose E > 0 such that  0 generates a 
1-parame~r group exp(s0) of transformations on ~/'. We observe also that  

exp(s0) "covers" the 1-parameter group exp(s  0-~). acting on D, in the sense 

that,  for x (~K', rS(exp(s0)x)= exp s y /  ~o(x). From this it  follows that  

exp(s0) is a fibre-preserving transformation group on ~ , D, and then we 
finally conclude that  exp (s 0) establishes a O-isomorphism exp (s 0) : Xt -~ X~+, 
(X~ = c5-1(v)), where now we have perhaps shrunk D to a smaller domain D 1. 

Q.E.D. 

Remark: If  we let N be the nerve of the covering {W,}, then in (3.1)(~ (-~t) 
X - - /  

is represented in H 1 (N, Wa) by the 1-eoeycle { ~  (y, t)} where 

~ . ( y ,  t) = 
0 

= x - y ~ -  (y~ ,  t)  av~' " 

We now let Oa, ~ be the sheaf corresponding ~oa (t) : X ~ BIG, and observe 
that  the restriction mapping r~ : ~¢~-~ X, = ~-~(t) takes ~ a  into Oa,,; thus 
we have r~ : H ~ (¢' ,  ~a) -~  H~ (X~, O~, ~). 

Definition 3.1: ro(~'. (~) ' . )~ H~(X, OG) is called the infinitesimal deforma- 

tion of the family ~ , D (see [7]}. 
2. Deformations and Sheaves of non-Abelian Groups. We now give another 

way of looking at  the realation between deformation theory and sheaf theory;  
the idea of this approach goes back to A. HA~Z~V.R. 

Proposition 3.2: Let G-~ B(~-~ X be a G.structure where X is compact. Then 
the germs of 1-parameter families of deformations of this structure may be identified 
with H ~ (X, I ~  It]), where Fa [t] was given in Definition 1.4. 
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Proof: Let D D {o} be an open set in R, and let Y/" ~ -~ D be a deformation 
of the G-structure on X = X 0 = ~-1(0). Furthermore, let {Ui} be a covering 
of X with nerve N, and let {Ut × D}, {f~j(Xj)}, {~0i(t)} (t E D) be a coordinate 
system of the first kind on $P. We form the 1-coehain y = {~is} in CI(N, / ' a  It]) 
by setting ?is(t) = ~i(t) • q~s(t)-l(t ~D). Then clearly 7 ~ZI( N, Fa[t]), and 
the set mapping YP-> ~ behaves under refinements of the covering. If  now 
7 E/71( N, / 'a [ t ] ) ,  then 7is(t) = zl(t) -1 .  zs(t ) where Ti(t  ) : Ui-> U i is a 1-para- 
meter family of bi-G-Mappings in Ui with vi (0) = Identity.  But  in this case, 
in Ui c~ U s, z i ( t ) . ? i  = zs(t) .  ~s(t) and thus the family of mappings 
{v~(t) • ~vl(t)} patch together to give a global bi-G-mapping q)(t) : X~ ~-Xt  and 
then the deformation is trivial. Thus we have an injective set mapping 3¢z-+ 7 
from germs of deformations into H i ( X , / ' e  [t]). 

Conversely, given y =  {7is} ~Z~(N, Fv[t]), we write yis(t) in the x¢- 
coordinates and then we have 7is(t) • ~ .  ~s~(t) = ]s~" ?i~(t). Then we may 
define transformations/is(t) by/is(t) = ~is" Yi i ( t ) ,  and 

l . ( t )  " l j k ( t )  = l~J "  7 . ( 0 "  l ~ k ( t )  " 7s~(t) = t i k "  7 ~ k ( t )  = l ~ k ( t )  . 

From this, we may construct a deformation 3~ ~ D given in coordinates of the 
second kind by {Yi}, {/i¢(Ys, t) = ]is(t) (yj)}, and this proves the proposition. 

There is a sheaf mapping r : F(; [t]-+ 0 a defined by sending a germ ] (t) in 

d/i" ; thus we have r :  Hi(X ,  In' [t])-+ Hi(X ,  0~). Fa [ t ]  i n t o  T ?  t = o 

Proposition 3.3: For a germ o] de[ormation 7 = ~,(t) E HI (X ,  F(;[t]), 
r (7) E Hi (X, Or) is its infinitesimal de/ormation. 

Proo/: Referring to the last paragraph in the proof of Proposition 3.2, we 
see that  r(7) C Hi(N, On) is given by the 1-cocycle. 

(I")* ~t Je=oa~-  t = o ~ "  Q . E . D .  

IV. The Higher Order Theory of Deformations 

Let (7--> Ba-+ X be a G-structure. The first order invariant of a deformation 

3t ~ ~', D (§ II) is the class in H 1 (X, On) representing the infinitesimal"tangent" 
to  the deformation. We shall now construct a complete set of formal invariants 
for vaxiation of structure. Knowing these invariants and the properties of X, 
one may theoretically determine the properties of the deformed manifolds 
X t = ~- l ( t ) ;  an example of this will be given in § IV.3 below. 

1. Formal Local Theory o] G.Automor_phisms. Let  U ( R  n be a relatively 
compact contractible domain, and let G--~ B a ~  U be a G-structure given by  
n-independent Pfaffians w a . . . . .  w n. We have defined sheaves On, On[t], 
/~a, Fa  [t]; we let ~G [t], /~a [t] be the corresponding/ormal sheaves. Thus, 

e.g., a germ ](t) E/~a[t] is given by  a formal series [(t) = ~ ]~t~(] 0 = 1) such 
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N 
that ,  if for any  N > 0, /~v(t)= ~ /,t~', t h e n / ~ ( t )  EFa[ t ]  (modulo tlv+x). I f  

0 (t) = ~ Ot, t~' is a germ in 0 a [t], we have 

Lemma 4.1: Each germ o] a vector field Or, lies in 0~. 
dO(t) 

Proo]: I t  will suffice to show tha t  t i T -  E Oa [t]. I f  
N N 

ON(t) = ~ O~,t~, ~f(,) w'~-- ~ w~g~(t) (modt "v+') 
/==0 i=1 

where g~ (t) ( g, and thus 

~'ao ~(t) =-- ~ w~ - - ( m ° d t N )  " 
dt ~ 1  

Since ~ C g, the Lemma follows. 

The basic tool in the s tudy of local G-automorphisms is the mapping 
exp : 0 a [t] -+/~a [t] (§ 1.2) defined as follows. I f  x a . . . . .  xn are local coordinates, 

O( t )=~Ot ( t ) -~x  ~ , then / ( t ) =  exp0(t) is defined locally by  [(0) and lf 

= identi ty and 

(4.1) d/'(t) _ Oi(t ) o/(t) 
dt 

We shall show that ,  by introducing the enveloping algebra shea[ Qa of Oh, 
the computations with exp. m a y  be hnearized. First  we give an example. 

Let  F C GL(n,  R) be a linear Lie group with linear Lie algebra fC gl(n, R). 
For A El, one defines a 1-parameter subgroup [#( t )CF by [#(t) = Exp(A)  

o o  1 A" t n. If  J C g l (n, R) is the linear associative algebra generated by  f 
n=0 

then Exp(A)  E J [ t ] .  
On the other hand, we m a y  think of f as the right-invariant vector fields onF.  

On F we have a G-structure (G = 1) given by m = d i m e  left-invariant Pfaffians 
w 1 . . . . .  w '~, and then the sheaf of germs of right-invariant vector fields on F 
is just O~. Thus, given A E f, we may  define exp(A) = [(t) E Fa [t] by  (4.1). 
The connection between ]@(t) and ](t) is simply that ,  for x E F, [(t)(x) 
= ]# (t) • x where • is multiplication in F. Furthermore,  if we have B E f, and 
if g(t) = exp(B),  g#(t) = Exp(B) ,  then g(t) o [(t) (x) = g#(t) .  [#(t) . x (x E F). 
In  summary :  

(4.2) The element expA -- ~ (t) E Fa  It] may  be locally expanded as a series 
in t with coefficients in the enveloping algebra sheaf of Oh; 

(4.3) The composition g (t) o / (t) is given by  multiplying, in the enveloping 
algebra, the series expansions of g (t) and /(t). 

Theorem 4.1 given below shows tha t  (4.2) and (4.3), suitably interpreted, 
hold for general G-structures. 

We consider again the G-structure G--> B a ~  U. The sheaf Oh, as a sheaf 
of vector fields, m a y  be thought  of as a sheaf of differential operators. Thus, 
over an open set V C U, the sections of Oh IV generate an associative algebra 
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of differential operators, and we let ~(7 be the sheaf of associative algebras of 
differential operators so generated by Oa; upon adjoining to Qa a unit, it  
becomes the enveloping algebra sheaf of Oa. The symbol denotes the associative 
product i n /2  a. 

~ a ~ a 
Example:  If  ~7 = ~ ~7 ~ ,  $ = ~ ~ ~ - ,  then 

a ,'C' a, ) 
Ox~ Ox, + Ox~xU ' and V ' ~ - - ~ ' ~ 7 =  [~,$]. 

There is a canonical filtration {Q~} of ~(7 with O.  ~- Ou + 1 .n,-I 0~' • O.  c 0~' + .. 
" ' q .  "~ " ' ( 7  . . . . . .  (7 " ' ( 7  = " ' ( 7  ' 

~ is linearly generated by all products 0 i~ . . . Ou(O ~ E Oa, ~ < ~). Briefly, /2~ 
consists of the differential operators in ~ a  of degree < #. 

We may clearly define ~a[ t ]  as the enveloping algebra sheaf of Oa[t ]. 
Given k > 0 and a germ 0 ~ O(~, we define Exp ~ 0 ~/2 a [t] by 

(4.4) Exp ~ 0 = ~ X 
n = 0  

(¢  (.,.,.. (-0. ,) × ' 
1 v~+ . . . . .  n--k (n-v~)t ' ' ' (n-v~)!(v~+'' '- l-v~+k)(v2+'' '-~v~+k-1)' ' 'v~-t-1 

where 0 ~ =  0 . . .  O. More generally, given O ( t ) = ~  0,¢~' ~Oa[t] ,  we define 
' ~ ' # = 0  

Exp 0 (t) ~/2 a [t] by 

Z . . . .  ! (4.5) Exp 0 (t) --- 1 ~,+...+ v = ~-k 

where 

t ~ 

P ( v  z . . . . .  v~) = ( v l + " ' + v  k + k) ( v ~ + ' " + v ~  + k -  1) . . . . .  (vk + 1) . 
Then Expk0 = Exp(tk0). We may now state the generalizations of (4.2) and 
(4.3): 

Theorem 4.1: (CAMPBELL-HAvsDO~FF; TAYLOr) 
(4.6) (i) The elements Exp '0  (k = 1, 2 . . . . .  0 ~Oa) generate a shea] o] 

multiplicative subgroups ~ *  C ~Qa[t], I f  0 (t) E 0a  [t], Exp 0 (t) E Q~. 
(4.7) (ii) There is a set i somorphism#:  ~ - +  l~a[t] such that Exp0(t) ~4 

= exp 0 (t). 
(4.8) (iii) ~¢ is a group anti-isomorphism. That is, i/ qb(t), ~ ( t )  E [2", then 

~ ( t )  ~- o qS(t)~* =- (qb(t) . ~ ( t ) )  ~¢ where • i8 multiplication in ~a[ t ]  and o is 
composition of mappings.  

Remarks:  (i) Every element f(t) E/~o[t] has a formal expansion 
o o  

f(t) = / /Exp~0~ (0~ ~ 0(7). (ii) (4.6) is a variant of the usual Campbell-Haus- 
I ¢ = 1  

dorff {[5], Chap. V); (4.7) is essentially Taylor's theorem; and (4.8) ties (4.6) 
and (4.7) together. (iii) {4.7) and (4.8) are the generalizations of (4.2) and (4.3) 
respectively. (iv) A proof of theorem 4.1 will be discussed in the Appendix to 
§ IV below. 
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For applications, we need one final Proposition. There is an injection 
i:Oa--> g2 o and i(Oa) is an additive direct summand of Qo. The sections of 
~o  which belong to Im (i) are called Lie elements. Let 0 (t), ~ (0, ~0 (t) be sections 

of 0 a [t]; set O(t) = ~ O~,t~' = Exp0(t) E Q$[t], and define ~5 (t), 7t(t) similarly. 
t~=0  

For any N > 0, set 

(4.9) Fly = Oiv + ~.v-- ~ + V' O~" ~ .  
a + w = N  

cr, v ~ > 0  

Proposition 4.1: (i) qi(t) v o O(t)• = W(t)# i], and only i], I'z~ = 0/or  all N. 
(if) 1] Fz¢ = 0 /or  1 <= N g n, then l"n+ 1 is a Lie element. 

Proo]: (i) By Theorem 4.1, we may prove that  O(t) .  ¢(t)  = T(t) if, and 

o: ) only if, /'~v = 0 for all N. But O ( t ) . ~ ( t ) =  3 ~' . ~,t" 
v 

= ~ {Ox  + q~N + Z 0 , .  Cv] t ~v, and (i)clearly follows. 
N ~ a + v = N  ! 

a, lr>0 

(if) By (4.6), if F(t) = I + / ~ v t  iv +/ '~v+lt N+I + . . .  E O~, then _fly ~ O o. 
Define/~(t) byO(t) • ~(t) =/~(t)  • ~(t); then/~(t)  = 1 + / / , + i t  "+1 +I',~+zt'~+l+, 
and F ,  +1 is a Lie element. 

2. Formal higher order o/de/ormations. Let G---> Ba---> X be a G-structure. 
On X we have the sheaves Oo, OG[t], JO o [t], f2a, D o [t], and 9~  as defined 
in § IV.1 above. Here Oo, Oo [t] are sheaves of Lie algebras, Oa, D o [t] are sheaves 
of associative algebras, and ~ ,  / ~  [t] are sheaves of multiplicative groups. 
There is an inclusion f2~ ( D a  [t], compatible with multiplication, and an 
anti-isomorphism ~¢ : ~ * ~ / ~  [t]. The set H ~ (X,/~a [t]) parametrizes the germs 
of/ormal deformation of structure. 

Now let U = {U~} be a sufficiently fine open covering of X with nerve 
N; also, define a "shift" operator * : ~ Do[t ] by setting ~(t)* = ~5(t) -- 1 
(~b(t) ~ ~ ) .  The following is just a restatement of (i) in Proposition 4.1. 

Proposition 4.2: The dements ] (t) ~ Z x (N, Pa  [t]) are in a 1--1 correspondence 
with the elements qb (t) ~ C ~ (N, ~ )  satis/ying 

(4.10) OO(t)* + ~5(t)* • O(t)* = 0 in C"(N, Do[t / ) .  

The correspondence is given by q5 (t)# ----:- / (t). 

Remarks: (i) The expression ~b (t)* • ~b (t)* is the cup-product 

O(N, Do[t/)® O(N, Do[t])~ C~(N, Do[t/). 

(if) If  we consider formal deformations as given by ~b(t)ECI(N, ~2~) 
satisfyiyng (4.10), then the infinitesimal deformation is given by 

am(Ol (4.11) q~- dt J t=0EHl (N 'Oa) "  
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Again from Proposition 4.1, we have: 
Proposition 4.3: A n  element qb (t) E C 1 (N, D*) satisfies q~ (t) ~ E ~ C O (N, Pa [t]) 

i/, and only i/, there exists T( t )  E C°(N, $2~) satis/ying 

(4.12) ST(t)* + ~b(t)*- ~ff(t)* =: q)(t)* in Cx(N, ~o[ t ] ) .  

Theorem 4.2: (i) I f  H i (X, Oo) = O, then, for any q9 (t) E C 1 (N, ~2~) satis/ying 
(4.10). there exists a T( t )  E C°(N, ~2~) such that (4.12)holds. (fi) I / H 2 ( X ,  Oo)= 0, 
then, /or any ~ E HI(N, Oo), there exists a q~(t) E CI(N, f2~) such that (4.10) 
and (4.11) hold. 

Remarks: The meaning of the above statements for deformation theory is 
the following: (a) If  H 1 (X, Oo) = 0, then any deformation of the G-structure 
on X is formally trivial; and (b) if H2(X, Oo) = 0, then any class 0 EH~(X, On) 
is formally tangent to a deformation. 

(ii) In § VIII,  we shall show that,  for certain G-structures, what has been 
done here formally can be done "actually". 

Proof: (i) We define an element ~ C Ca(N, ~o) which lies in i(Cq(N, Oo)) 
C Cq(N, Qa) to be a Lie.cochain. 

oo 
Writing~b(t)*= 2" ~f l ' , then ,  by(4-10),(5~bl=0andSq)~,+ ~ q~a-qS~= 0 

(ft > 1). Now q)l is a Lie eochain, and thus there exists a ~/I 1C C°( N, Oa) 
satisfying 6 ~  = ~b~. Then ~1 (t) = Exp ~1 C C° (N, ~ )  and satisfies 

6~01(t)* + ~b(t)* • Tl(t)* ~_ ~(t)* (mod t~). 

Suppose now that  we have Tiv(t) EC°(N, zc2~) satisfying (3Wlv(t) * + 

+ q)(t)* • W~c(t) * ~-~ q~(t)* (modred+l). Let Wzz(t) * = ~ T ~ t ' ,  and define 
#=1  

~]N +1E C1 (N, tr2o) b y -  ~Lv+~ = 5W~+1 + ~ ¢ , .  T ~ .  
a + r = N + l  

Then: 
Lemma 4.2: (i) ~7~v +~= 0 and (ii) ~ +~ is a Lie cochain. 
Proo]: (ii) follows directly from (ii) of Proposition (4.1). As for (i), we have 

@~¢+~= S ~¢~'T¢ v -  ~ ~ o ' ~  
a+z=N+l c t + r = 2 g + l  

q+a+v=N+l or+ ~9 +~r=2¢+ 

by (4.10) and the induction assumption. Q.E.D. 
NOW we s e t  ~ g  +1 = ~ ~_iV +1 (~[/2v + 1 E CO (~ ,  Oq)  and define ~N + ~ (t) ~ C o (N,9~) 

by  ~ + * ( t ) =  ~N(t). Exp ~¢+* ~ + 1 ;  it then follows immediately that  
(~:v+*(t)* + q)(t)* • ~2v+l(t)* ~ ~(t)* (mod t~v+~), which proves (i). 

To prove (ii), observe that  E x p ~  = ~ ( t )EC~(N,  ~*) and satisfies 
~ * ( t ) *  + ~ ( t ) *  o~51(t)* ~ 0 (modt~). Suppose we have ¢~(t)  ECX(N, ~$) 
satisfying (~¢N(t) * + ~v(t)* o ¢~(t)* ~ 0 (mod t~v+x). Define ~ + ~  E C~(N,~o) 
by  ~v+~t ~v+x ~ ~¢~v(t)* + ~b~v(t)* o ¢~v(t)*) (mod t~+~); ~v+~ is called the 
.N ta obstruction to deformation. 
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Lemma 4.3: (i) (~N+I=  0 and (if) ~N+I is a Lie cochain. 
Pros/: Again (if) follows directly from (if) of Proposition (4.1). Also, we have 

~+~= ~ ~+~.~+i_ Z ~+i.~¢~+~:_ Z x 
( T E z = N + l  a + z = N + l  e + a E v = N + l  

X O~ +1" ~D~V~ +1" ~ + I  q_ I ~ + 1 .  ~b~Q +1.  ~ + l  = 0. Q.E.D. 
e+a+,=N+l 

Now ~]N+I= ~9N+I for some 9N+IE CI( N, 0a), and we define q>Y+l(t) C 
E CI(N, Q*) by ~iv+i(t) = qP:v(t)" expiV+igN+l; it follows immediately that  

~q~z¢+i(t)* + CN+t(t). qP~'+l(t)* -~ 0 (modt ~+~) . Q.E.D. 

Remarks: By the Campbell-Hausdorff (see the Appendix below), the 
obstructions may  be calculated. For example, i~ 9 = {9~} C HI( N, OG), 
then the primary obstruction is ~ =  [9, 9] = {[9~,  9~r]} E C~(N, Oa) • I f  
~2 = ~0, then the secondary obstruction is given by  ~l = {(~?)a~v} where 

1 1 
W ~  = ~ [ [9~,  0~],  0~r ] + -6- ( [9~,  O~r] - -  219=~, 0~]), etc. 

3. Application: Stability o/Infinitesimal Automorphisms. Let G ~ B a-+ X 
be a G-structure on a compact manifold X, and let 0 ~H°(X,  Oa) be an 

infinitesimal automorphism (i.a.) of the structure. Let V ~ > D be a deformation 
of the G-structure on X;  set Xt ---- eS-i(t) (t ~ D) and X o = X.  

Definition 4.1: The i.a. 0 is stable under the deformation {Xt} if there 
exists a family 0 (t) of vector-fields on X such that  0 (0) = 0 and, for fixed t, 
0 (t) ~ H ° (Xt, Oa). 

The stability of 0 is equivalent to the following: There exists on X a 
2-parameter family of transformations ] (s, t) of X with the following properties: 
(i) [ (0, t) = Identi ty;  and (ii) For each fixed t, [ (s, t) is a 1-parameter group of 
automorphisms of (7--> Ba (t)-~ X t. (The family ] (s, t) (t fixed) is induced by 
o(t). 

We shall now investigate the [ormal stability of the i.a. 0. Following § IV.2, 
let the deformation {Xt} be given formally by an element O(t) ~ Ci(N, 9 ] )  
satisfying (4.10). Let Q*[s] be the sheaf of germs of elements O(s, t) where, 
for fixed t, O (s, t) ~ f2~. (s is the variable) and O (s, t) • O (s', t) : O (s + s', t). 

so 1 
Thus ~ [s] is generated by elements of the form _~ ~ (0 (t))~s~ (0 (t) ~ 0 a [t]). 

Theorem 4.3: An i.a. 0 ( H°(X,  0(~) is stable if, and only i[, there exists a 
O(s, t) ~ C°(N, f2~ Is]) satis]ying 

(4.13) (i) (~O(s, t)* + ~)(t)*" O(s, t)* = 0 (identically in s) 

dO(~, O) ] 
(ii) O -  ~ ] ,=o" 

Proof: Let x*: ., {( 1 , . .  x~), [~(x~)} be a system of coordinates for X, and let 
{(x ~ = (x~ . . . . .  x~n), [~ (x¢, t)} be a system of coordinates of the second kind on $P 
(§II).  Then, if ¢ ( t ) =  {gi,~(t)}, we may write ]~(x~, t )= (¢,~(t)#o[,~)(x ~) 
by the proof of Proposition 3.2. If  0 is stable, then we have a fami ly / ( s ,  t) 
as described above, and, in coordinates, [ (s, t) is given by a family {]~ (s, t)} of 



310 PHILLIP A. GI~IFMTI~S : 

t ransformat ions  satisfying /i(s, t) =/ i s ( t )  o ]s(s, t) = q)is(t) ~ o ~is(t) o/ j(s ,  t). 
I f  we let O(s, t) = {Ok(s, t)} be given by  Oi(s, t) :~ = ]i(s, t), then  O(s, t) 
E C°(N, •* [s]) andsatisfiesOi(s,  t) ~ = qSi¢(t)# o O¢(s, t) :~. But,  by  theorem4.1,  
this is equivalent  to  Oi(s, t) = ¢is(t)  • Os(s,t ), or ~O(s,t)* + ¢( t )*  • O(s,t)* = O. 
Since this a rgument  is reversible, the  theorem is proven.  Q.E.D. 

Remarks: (i) J u s t  as in § IV.2, we m a y  define obstructions to  the  stabil i ty 
of the i.a. 0. Indeed,  the  te rm of degree 0 in t in (4.13) says tha t  ~0 = 0, which 
is satisfied. The t e rm of degree 1 in t in (4.13) says t h a t  [iv, 0] = --~01 for 
same 01 E C I(N, On). Thus  [0, iv] is the primary obstruction to  the  stabil i ty of 0. 

(ii) This last remark  has a geometric in terpreta t ion as follows: Le t  /(t) 
= exp 0; then ] (t) is a 1-parameter  group of G-automorphisms of X ;  thus  f (t) 
acts on the sheaf On, and on the  cohomology groups Hq(X, On). The infini- 
tesimal form of this representat ion is given by  0 .  ($) = [0, ~] (~ E Hq(X,  0~)). 
Thus,  in order t h a t  0 be stable, it is necessary t h a t  the 1-parameter  group /(t) 
act  tr ivially on the coeycle iv E H 1 (X, OG) which is t angen t  to  the  deformation.  

We close this section with a few related definitions which will be used below. 

Let  G ~ B a ~ X  a n d 3 ~  ~ ,  D be as above, and l e t / : X - + X b e a G - a u t o -  
morphism. We say t h a t  ] is weakly stable is there exists a mapping  F : ~ - +  
which commutes  with @, which preserves the G-structure along the fibers of $/~, 
and  which induces / on the  fibre X = @-1 (o). (The infinitesimal version of this 
was called stabil i ty above.) I f  the  deformation {Xt} is given by  a family 

(t) : X ~ BIG, then  weak stabil i ty means tha t  we have a 1-parameter  family 
](t) of diffeomorphisms of X satisfying ](t) .a(t)  = a(t) a n d / ( o )  = f. If,  for all 
t , / ( t )  = / ,  we say t h a t  ] is strongly stable. (This corresponds to having 0 (t) = 0 
in Definition 4.1.) 

We m a y  also speak of a group M of G-automorphisms of X as being weakly 
or s trongly stable. I f  M acts transit ively,  we m a y  say tha t  X is weakly homo- 
geneous if M is weakly stable, or X is strongly homogeneous if M is s t rongly 
stable. Examples  of these concepts will be taken  up in § VI  below. 

Appendix to § I V. W e  shall outline here a proof of theorem 4.1. 
1. Proo/o/  (4.6)1). Let  x x . . . . .  x .  be n-symbols  considered as a basis for 

a real vector  space V; the ]ree associative algebra d on x 1 . . . . .  x~ is just  the  
full tensor  algebra of V : ~¢ = ~ V~ where V~ = V ® -- ® V and V ° = R. Set 

~ ¢ ' =  $ V,; ~¢' is an ideal in ~¢. Now any  associative algebra ~ m a y  be 
g>0 

canonically made into a Lie algebra ~ L ;  we let ~qo < ~4~ be the Lie subalgebra 
of ~¢~ generated by  x 1 . . . . .  xn. Then  .LP is t h e / r e e  Lie algebra on x I . . . . .  xn 
and  d is the universal enveloping algebra of Lf. I f  Yl, Ys, - -  is a basis of .,q~, 
then  the  monoicals y l , . . ,  y/m ~ form a basis for ~¢. An  element a C ~¢ is a L/e 
element if a C ~f ;  there are two criteria t ha t  a E ~4 be a Lie element, and  we 
review these. Define a linear mapping  

f l : ~ ¢ ' - ~  ~ by  fl(x~) = xi and  f l ( x i ® ' " ®  xi~) = [[[xt, x j x j . . . x j .  

1) The reference for this Section is [5], Chapter V, §§ 4 and 5; the material of this 
Section may be viewed as a generalization of the discussion there. 
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Then  (i) a E V ~ is a Lie e lement  if, and  only, if fl (a) = ma.  The  diagonal 
mapping  is the  unique a lgebra  h o m o m o r p h i s m  ( ~ : ~ ' - +  aa/® a /  sat isfying 

(x~) = x, ® 1 + 1 ® x,. Then ;  (ii) a ( a / i s  a Lie e lement  if, and  only  if, (} (a) 
---- a ® 1 + 1 ® a. These cri teria are due to  S1-Ec~T-W]~vm~ and F ~ D a ~ C ~ S  
respectively.  

Le t  t be a pa r ame te r ;  for a vec tor  space W, let W [t] be the  vec tor  space of 

fo rmal  series w(t) = ~ %,t~(w, ~ W). We m a y  obviously  m a k e  ~f [ t ]  into a 
t * = 0  

Lie algebra,  and  a / I t ]  into an  associat ive algebra.  We  define E x p : a g  [ t]-+ 

-~ ~ / [ t ]  as follows: if a(t) ~ ¢ [ t ] ,  t hen  E x p a ( t )  = b(t) = ~ b~,t~' is given b y  
t,=0 

(A.1) b o = 1 and  db(t) _ a ( t ) .  b(t). 
dt 

Remark:  E x p a  (t) 4= e a (o. 

av~. . . av~ 
(A.2) Proposit ion A. I :  b~ = ~7 ~y, P(v.  ., v~) 

k = l  v~+'"+v=t*- -k  " " 

w h e r e  P ( v  1 . . . . .  ve) = (V 1 -}- " " " -~  V k -~ k )  ( v  2 q- • • * 47 v k q- k - 1) - -  (ve + 1). 

Proo[: B y  induction.  Fo r /~  = 1, we get~/)1 = ao which is immed ia t e  f rom 
( A . 1 ) ( a t t = 0 ) .  Assume(A.2)  for/ .~--  1. Then,  f rom (A.1), l~b~, = ~ a~b~ + 

a+V=l*-- I  
7::>0 

+ a~,_ r B y  the  induct ion assumpt ion ;  

1 1 ~ a ~  • a q , . . ,  ae~ 

aq-v=t~--l  l~=l ~z-k --Jr~k=7:--]c+ l 
z > 0  

/L 
1 a~-I  + ~ g '  a q l " ' ' a o k  
,u k=l q,+'"+ok=t,--k ,u(~% + - -  + ~k + k - -  1) - - - - (Ok  ÷ 1) 

~o ,< .u - -1  

/* 

Remark:  Proposi t ion A.1 makes  contac t  wi th  (4.5). 

:Now let 2(0 = ~ 2,t,. C(t) = ~ C,t' (~'[t]. 
/ * = 0  ~ = 0  

Proposit ion A.2: I]  every term in ~(t) commutes with every term in ~(0, then 

(A.a) Exp,~(0  ExpC(0  = Exp(C(0  + ;t(0) = E x p ¢ ( 0  • E x p , ( t ) .  ~) 

Proo]: Since 

d(Er0~(0 ExpC(0) )l(t) Exp,~(t) • E x p ¢ ( 0  + Exp; t ( t )  ¢(t) E x p ¢ ( 0  
dt - -  

~) Remark: I t  is no$ true that ~(t)~(t)= ~(t)it(t) implies that Expit(t)Exp,(t) 
=- Exp , (0  Exp ' (0 .  
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if we prove that  Exp2(t)  • ~(t) = $(t) .  Exp2(t) ,  then we will have 

d (Exp ~ (t)- Exp ~ (0 
dt -- ~(t) + ~(t). E x p ' ( 0  - Exp , ( t )  

which will prove (A.3). By  assumption, 2.$. = $~a.; from this and (A.2), we 
shah prove that  ~(t) • Exp , ( t )  = Exp , ( t )  • $(t). The term of degree n in 
~(t) Exp2(t)  is 

a + v = n  k = l  Vx+'"Tvk=v-- l¢  " " " '  G+7:~n k = l  v z + ' " + v k = v - - b  

- - a  n v ~ + . . . + v = t - - k  

= term of degree n in Exp).( t)-  ~ (t). Q . E . D .  

Let  ~¢@[ t ]Cd[ t ]  be the subset of elements a( t )= 1 + alt + . ' .  with 
leading term 1. Then M ~* [t]. ~¢# [t]C ~¢# [t]. If  a(t)C ~o/# It], and, if we 

define b(t)= ~ b~,V' inductively by  b o = 1, b , = -  ~ a,b~, then a(t)b(t) 
/*~0 a+~-- /*  

a > 0  
= 1 = b (t)a(t). Thus d # [t] is a multiplicative subgroup of ~ '  [t]. If  a (t) 
E d4* [t], we define Loga(t) 6 ~¢ [t] by 

(A.4) daft) _ Loga(t)-  a(t) 
dt 

Setting Loga(0 = ~(t) ---- ~ ~vt~, we have recursively 
/ x = 0  

(A.5) )~t̀ _ x =/ . tat , --  ~ 2 , a , .  
a + v = ~ t - - 1  

v > 0  

Observe that  Log Exp ~ (t) = ~ (t). 
Proposition A.3: We have recursively 

(A.6) ~. = ~ (-- 1)~+x (v~) ave, . . . .  av~. 
v~+--"  + v ~ = / * +  1 

Proo/: By induction, we assume (A.6) for # -- 1. Then, from (A.5), 

~v = (/* + 1)at,+l -- ~ ~ (-- 1)~+~(vi) avl, . . . .  av,. a, 
a +  v =  ~tt v ~ + ' " + V k = a + l  

~ > 0  

= (/x + 1)a~,+x + ~ (-- 1)~+S(v~) av,, . . . .  av," av~+~ 
v ~ + ' ' '  +Vk+t = /t + 1 

V ~ + I > 0  

= ~" (-- 1)~+~(v,) av., . . . .  av~. Q.E.D. 
v t + ' " + v k = p + l  

Now for A E -~, we define Exp~A by 

(A.7) 
~ ( ~ (n!)~t~.-(~-~)X~ ) 

Expk~ = ~ (n--v1)! .--(n--vk)l (vl ..... v~) " 
n = 0  k = l  v l T . . . + v ~ = n - - k  - - ' "  
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Observe that  
1 

~t ~+1 + . . . .  Exp°~--- Exp~ = 
1 

and E x p ~  = Exptk~. Par t  (i) of theorem 4.1 is implied by  

Theorem A.I: (i) The elements Exp ~ (t)/or ~ (t) E .W [t] ]orm a multiplicative 
subgroup ~¢* [t]C d # [t]C d It]. 

(ii) ~¢* [t] is generated by the elements E x p ' 2  ]or 2 E 0~. 

The proof of this theorem will occupy the remainder of this section. If  

c ( t )=  ~ %V'E.~[t] ,  we say that  c(t) L~ a Lie element if c(t) E ~ [ t ] .  We 
$*=0 

define ~ : ~¢[t]-+ (~¢ ® ~¢) It] by sending ~ avt~ into 2.7 (Oav)t'. I t  follows 
easily that  ~(t) E d [ t ]  is a Lie element if, and only if, 0k(t) = ~(t)® 1 + 
+ 1 ® 2(0. If a(t) ~ ¢ # [ t ] ,  we say that  a(0 is a Lie exponential if Loga(t) 
is a L/e element. 

Proposition A.4: I]  ~(t), ~(t)E~C[t], then Exp2(t) Exp~(t) is a Lie ex- 
ponential. 

Pro®I: We record two remarks to be used in the proof. 
(i) Exp(2(t) ® 1) = Exp , ( t )  ® 1 E (~¢® ~ )  [t]. 

Pro®l: dExp ~ (t) ® 1 = (2(t) @ 1) (Exp2(t)) ® 1. Similarly, for a(t) E 

E ~ # [ t ] ,  Log(a(t) ® 1) = (Loga(t)) ® 1. 
(ii) 8 Exp 2 (t) = Exp ~ 2 (t). 

dExp2(t) d6Exp~(t) 
Pro®l: 8,~(t)" ~ E x p 2 ( t ) = ~  dt = de and thus ~Exp~(t) 

= Exp~2(t).  
We now prove the Proposition. 

~ (Exp2(0 .  Exp$(t)) = ExpO2(t) • Expe l ( t )  (by (ii)) 

= Exp(2(t) ® 1 + 1 ® 2(0)" Exp($(t) ® 1 + 1 ® ~(t)) 

= Exp(2(t) ® 1) Exp(~(t) ® 1) Exp(1 ® 2(0) Exp(1 ® ~(t)) 

(by Proposition A.2). Setting w(t) = Log (Exp,( t )  • Exp ~(t)), we get 
w(t) = LogO(Exp2(t) • Exp$(t)) 

= (Log (Expel(t) • Exp$(t)) ® 1) + (1 ® Log(Exp , ( t ) .  Exp$(t))) 

= w(t) ® l + l @ w(t) 
since 

Log ((a(t) ® 1). (1 ® b(t))) -- Loga(t) ® 1 + 1 ® Logb(t) .  Q.E.D. 

Clearly (i) of Theorem A.1 follows from Proposition A.4. To prove OiL 
we may show: Given 2(t) E £a[t], there exists a sequence {~,} E ~ such that  

Exp2(t) = / ~  Expk~, .  
k = 0  

If ~ ( t ) -  ~,t~, we consider (Exp°~0) - lExp~( t )=  Exp~l(0 for some 
~l(t) E.W[t]. But  clearly ~l( t )=2xl t+ 2~tz+-- ,  and we may consider 

Math. Ann. 155 21 
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(Exp12~) -1 (Exp°40)-XExp 4 (t) = E x p  43 (t) for some 41 (t) - 42~t + 4~t a + - ~ f  [t]. 
I f  we proceed induct ively  to de termine  4~ for all N,  and  if we set  ~iv = 2~, 

then  Exp2( t )  = ~ E x p k ~ .  Q.E.D.  
k = 0  

Remark: I f  4 ( 0 "  ~(t) C ~f[ t ] ,  t hen  Exp2( t )  • E x p , ( t )  = E x p  ~ ( t )  for some 

~ ( t )  = ~ T , t ,  = Log Exp4( t )  • Exp$(t )  ~ ~ [t]. The  coefficients Tl, m a y  be 
l~=0 

de te rmined  by :  (i) Wri t ing  out  E x p 4 ( t ) .  Exp$( t )  using (A.2); (ii) ~Vriting 
out  ~ ,  as an  e lement  of ~ a  using (A.6); and  (iii) wri t ing ~ as an e lement  of 
using the  Spech t -Wever  cri terion for  a Lie element.  The  result ing formula  
m a y  be called the  generalized Campbell-Hausdorff ]ormula; the  first few te rms  
were wri t ten  out  in the  R e m a r k  following Theorem 4.2 above.  

2. Proo/s o] (4.7) and (4.8). I n  order  to  prove  the  remainder  of Theorem 4.1, 
we m u s t  define ~ : ~ ~ / ~ ( ;  [t] which satisfies E x p  0 (t) ~ = exp  0 (t) (for 
O(t) ~Oa[t]) and  (Exp0( t )  • E x p , ( t ) )  ~ = expq~(t) o exp0( t )  (q~(t) ( O ~ [ t ] ) .  
W h a t  we shall ac tua l ly  do is define ~ - 1 : / ~ e [ t ] - ~  ~ by  sending exp0( t )  
in to  its formal  Taylor's expansion, which will be an  e lement  of ~ .  

For  a vec tor  field W and a funct ion g, let ~ *  g denote  the  act ion of the  
differential  opera to r  ~ an g. Le t  0 (t) ~ Oa [t] : 

Proposition A.5: We have/ormally 

(A.8) g o exp0( t )  = Exp0( t )  • g (Taylor'sexpansion) 

where exp 0 (t) and E x p  0 (t) are given by (4.1) and (4.5) respectively. 
Proo/: (3 steps) (i) Suppose first t ha t  0 (t) = 0 is independent  of t, and  let 

x E U. I f  O(x) = 0, then  (A.8) is clear a t  x since exp0(t )  = x. I f  O(x) ~ O, then,  
a 

for suitable local coordinates x~ . . . . .  Xn, we m a y  assume 0 = 0x---~; in this 

case, exp0 (x  1 . . . . .  x~) = x 1 . . . . .  x~ + t . . . . .  x~ and  (A.8) is jus t  the  usual 
Tay lo r ' s  formula.  (ii) Suppose now t h a t  O(t) = t~O for some k ~ 0, and  let 
x E U. I f  0 (x) = 0, (A.8) is again t r ivial ;  if 0 (x) 4 0, we m a y  locally assume 

a 
0 = O~x~' and  then  / (t) (x~ . . . . .  xn) = exp  0 (t) (x~ . . . . .  x~) = (x I . . . . .  x I + 

1 t~+~ + ~ . . . . .  x.). Le t  g be a function. Then  

and,  since 0 (t) is constant the  x-variables,  we get  0g(/(t) (x)) _ 0 (t) • g(/(t) (x)). Ot 
B u t  now the ve ry  same a rgumen t  as in the  proof of Proposi t ion A.1 above  m a y  
be used to  p rove  (A.8) when  O(t) is of the  fo rm t~O. (i~) Now we have  p roved  
above  t h a t  the  e lements  E x p  e 0 (k = 0, 1, 2 . . . . .  0 ~ Oa) genera te  ~ * ;  clearly 
the  e lements  exp  (t ~ 0) (k = 0, 1, 2 . . . . .  0 ~ Oa) g e n e r a t e / ~ a  [t]. Fur the rmore ,  
if g is a function,  and  if 0, q~ ~Oa, t hen  b y  (ii) above  g o (expt~0 o e x p t t q )  
= E x p  t~ • (g o expt~0) = (Exp  t ~ .  E x p , 0 ) .  g. This  clearly implies tha t ,  
for  any 0 (t) ~ Oa [t], (A.8) holds. Q.E.D. 
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Proo/o[ Theorem (4.1): W e  define b=~-l: l~a [t] ~ ~2~ b y  exp 0 (t) b = E x p  0 (t) 
where  exp 0 (t) is g iven b y  (4.1) and  E x p  O(t) b y  (4.5). Clearly b is a set  i somorphism,  
and,  for 0(t), ? ( t )  E 0 a  [t], we have  (Exp0( t )  • E x p  ~(t))  # = E x p  ~(t)  # × 
× E x p  0 (t) ~,  jus t  as in t he  proof  of P ropos i t ion  A.4. This  comple tes  the  proof  
of Theorem 4.1. 
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