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## Preface

In these days of dizzying scientific progress some apology is called for when offering to the mathematical public a work written twelve years ago. It certainly bears the stamp of a juvenile hand, and I had always hoped to revise it, but my inclination to a real effort grew ever slighter, and the manuscript was becoming an albatross about my neck. There were two possibilities: to forget about it completely, or to publish it as it stood; and I preferred the second.

There were, when it was first written, other reasons for delaying publication. The study of Eisenstein series is a preliminary to the development of a trace formula, and the trace formula has been a long time evolving. Not only does it present serious analytic difficulties, but also the uses to which it should be put have not been clear. A sustained attack on the analytic difficulties is now being carried out, by Arthur and others, and, thanks to a large extent to developments within the theory of Eisenstein series itself, we now have a clearer picture of the theorems that will flow from the trace formula. However a great deal remains to be done, and a complete treatment of Eisenstein series, even imperfect, may be useful to those wishing to try their hand at developing or using the trace formula.

Much of the material in $\S 2-\S 6$ is included in Harish-Chandra's notes (Lecture Notes 62). He, following an idea of Selberg with which I was not familiar, uses the Maass-Selberg relations. Since I was not aware of them when I wrote it, they do not figure in the present text; they would have simplified the exposition at places.

In $\S 2-\S 6$ Eisenstein series associated to cusp forms are treated. However the central concern is with the spectral decomposition, and for this one needs all Eisenstein series. The strategy of these notes is, the preliminary discussion of §2-§6 completed, to carry out the spectral decomposition and the study of the general Eisenstein series simultaneously, by an inductive procedure; so $\S 7$ is the heart of the text.

It has proven almost impenetrable. In an attempt to alleviate the situation, I have added some appendices. The first is an old and elementary manuscript, dating from 1962. Its aim when written was to expose a technique, discovered by Godement and Selberg as well, for handling some Eisenstein series in several variables. The method, involving a form of Hartog's lemma, has not yet proved to be of much importance; but it should not be forgotten. In addition, and this is the reason for including it, it contains in nascent form the method of treating Eisenstein series associated to forms which are not cuspidal employed in §7.

The second appendix may be viewed as an introduction to $\S 7$. The principal theorems proved there are stated as clearly as I could manage. The language of adèles is employed, because it is simpler and because it is the adèlic form of the theorems which is most frequently applied. I caution the reader that he will not appreciate the relation between $\S 7$ and this appendix until he has an intimate understanding of $\S 7$. The appendix should be read first however.

It is also difficult to come to terms with $\S 7$ without a feeling for examples. Some were given in my lecture on Eisenstein series in Algebraic Groups and Discontinous Subgroups. Others exhibiting the more complicated phenomena that can occur are given in the third appendix, whose first few pages should be glanced at before $\S 7$ is tackled.

The last appendix has nothing to do with $\S 7$. It is included at the suggestion of Serge Lang, and is an exposition of the Selberg method in the context in which it was originally discovered.

In the introduction I thank those who encouraged me during my study of Eisenstein series. Here I would like to thank those, Godement and Harish-Chandra, who encouraged me after the notes were written. Harish-Chandra's encouragement was generous in the extreme and came at what was otherwise a difficult time. Its importance to me cannot be exaggerated.

It has been my good fortune to have had these notes typed by Margaret (Peggy) Murray, whose skills as a mathematical typist are known to all visitors to the IAS. I thank her for another superb job.

## Contents

Preface ..... iii
Chapter 1. Introduction ..... 1
Chapter 2. The assumptions ..... 3
Chapter 3. Cusp forms ..... 23
Chapter 4. Eisenstein series ..... 37
Chapter 5. Miscellaneous lemmas ..... 63
Chapter 6. Some functional equations ..... 77
Chapter 7. The main theorem ..... 105
References ..... 151
Appendix I. Dirichlet series associated with quadratic forms ..... 153
Appendix II. Adèle groups ..... 177
Appendix III. Examples for §7 ..... 187
Appendix IV. The simplest case ..... 215

## CHAPTER 1

## Introduction

One problem in the theory of automorphic forms that has come to the fore recently is that of explicitly describing the decomposition, into irreducible representations, of the regular representation of certain topological groups on Hilbert spaces of the form $\mathcal{L}^{2}(\Gamma \backslash G)$ when $\Gamma$ is a discrete subgroup of $G$. Usually $\Gamma$ is such that the volume of $\Gamma \backslash G$ is finite. Except for some abelian groups, this problem is far from solved. However, Selberg has discovered that the gross features of the decomposition are determined by simple properties of the group $\Gamma$ and this discovery has led to the development, mostly by Selberg himself, of the theory of Eisenstein series. Of course he has preferred to state the problems in terms of eigenfunction expansions for partial differential equations or integral operators. At present the theory is developed only for the connected reductive Lie groups which, without real loss of generality, may be assumed to have compact centres. Even for these groups some difficulties remain. However, some of the problems mentioned in [19] are resolved in this paper, which is an exposition of that part of the theory which asserts that all Eisenstein series are meromorphic functions which satisfy functional equations and that the decomposition of $\mathcal{L}^{2}(\Gamma \backslash G)$ is determined by the representations occurring discretely in $\mathcal{L}^{2}(\Gamma \backslash G)$ and certain related Hilbert spaces. For precise statements the reader may refer to Section 7.

At present it is expected that the main assertions of this paper are true if the volume of $\Gamma \backslash G$ is finite. It is of course assumed that $G$ is a connected reductive Lie group. Unfortunately not enough is known about the geometry of such discrete groups to allow one to work with this assumption alone. However, the property which is described in Section 2 and which I thereafter assume $\Gamma$ possesses is possessed by all discrete groups known to me which have a fundamental domain with finite volume. Indeed it is abstracted from the results of Borel [2] on arithmetically defined groups. Section 2 is devoted to a discussion of the consequences of this property. In Section 3 the notion of a cusp form is introduced and some preliminary estimates are derived. In Section 4 we begin the discussion of Eisenstein series, while Section 5 contains some important technical results. In Section 6 the functional equations for Eisenstein series associated to cusp forms are proved. For series in one variable the argument is essentially the same as one sketched to me by Professor Selberg nearly two years ago, but for the series in several variables new arguments of a different nature are necessary. In Section 7 the functional equations for the remaining Eisenstein series are derived in the course of decomposing $\mathcal{L}^{2}(\Gamma \backslash G)$ into irreducible representations.

I have been helped and encouraged by many people while investigating the Eisenstein series but for now I would like to thank, as I hope I may without presumption, only Professors Bochner and Gunning for their kind and generous encouragement, three years ago, of the first results of this investigation.

## CHAPTER 2

## The assumptions

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. It will be supposed that $G$ has only a finite number of connected components and that $\mathfrak{g}$ is the direct sum of an abelian subalgebra and a semi-simple Lie algebra $\mathfrak{g}^{s}$. It will also be supposed that the centre of $G^{s}$, the connected subgroup of $G$ with Lie algebra $\mathfrak{g}^{s}$, is finite. Suppose $\mathfrak{a}$ is a maximal abelian subalgebra of $\mathfrak{g}^{s}$ whose image in ad $\mathfrak{g}$ is diagonalizable. Choose an order on the space of real linear functions on $\mathfrak{a}$ and let $Q$ be the set of positive linear functions $\alpha$ on $\mathfrak{a}$ such that there is a non-zero element $X$ in $\mathfrak{g}$ such that $[H, X]=\alpha(H) X$ for all $H$ in $\mathfrak{a}$. The set $Q$ is called the set of positive roots of $\mathfrak{a}$. Suppose $\mathfrak{a}^{\prime}$ is another such subalgebra and $Q^{\prime}$ is the set of positive roots of $\mathfrak{a}^{\prime}$ with respect to some order. It is known that there is some $g$ in $G^{s}$ such that $\operatorname{Ad} g(\mathfrak{a})=\mathfrak{a}^{\prime}$ and such that if $\alpha^{\prime} \in Q^{\prime}$ then the linear function $\alpha$ defined by $\alpha(H)=\alpha^{\prime}(\operatorname{Ad} g(H))$ belongs to $Q$. Moreover any two elements of $G^{s}$ with this property belong to the same right coset of the centralizer of $\mathfrak{a}$ in $G^{s}$. The set $G$ itself possesses the first of these two properties and it will be assumed that it also possesses the second. Then the centralizer of $\mathfrak{a}$ meets each component of $G$.

For the purposes of this paper it is best to define a parabolic subgroup $P$ of $G$ to be the normalizer in $G$ of a subalgebra $\mathfrak{p}$ of $\mathfrak{g}$ such that the complexification $\mathfrak{p}_{c}=\mathfrak{p} \otimes_{\mathbf{R}} \mathbf{C}$ of $\mathfrak{p}$ contains a Cartan subalgebra $\mathfrak{j}_{c}$ of $\mathfrak{g}_{c}$ together with the root vectors belonging to the roots of $\mathfrak{j}_{c}$ which are positive with respect to some order on $\mathfrak{j}_{c}$. It is readily verified that the Lie algebra of $P$ is $\mathfrak{p}$ so that $P$ is its own normalizer. Let $\mathfrak{n}$ be a maximal normal subalgebra of $\mathfrak{p}^{s}=\mathfrak{p} \cap \mathfrak{g}^{s}$ which consists entirely of elements whose adjoints are nilpotent and let $\mathfrak{m}^{\prime}$ be a maximal subalgebra of $\mathfrak{p}$ whose image in ad $\mathfrak{g}$ is fully reducible. It follows from [16] that $\mathfrak{p}=\mathfrak{m}^{\prime}+\mathfrak{n}$ and that $\mathfrak{m}^{\prime}$ contains a Cartan subalgebra of $\mathfrak{g}$. Let $\mathfrak{a}$ be a subalgebra of the centre of $\mathfrak{m}^{\prime} \cap \mathfrak{g}^{s}$ whose image in ad $\mathfrak{g}$ is diagonalizable. If $\mathfrak{m}$ is the orthogonal complement of $\mathfrak{a}$, with respect to the Killing form on $\mathfrak{g}$, in $\mathfrak{m}^{\prime}$ then $\mathfrak{a} \cap \mathfrak{m}=\{0\}$. There is a set $Q$ of real linear functions on $\mathfrak{a}$ such that $\mathfrak{n}=\sum_{\alpha \in Q} \mathfrak{n}_{a}$ where

$$
\mathfrak{n}_{a}=\{X \in \mathfrak{n} \mid[H, X]=\alpha(H) X \text { for all } H \text { in } \mathfrak{a}\} .
$$

The Lie algebra $\mathfrak{a}$ or $A$, the connected subgroup of $P$ with the Lie algebra $\mathfrak{a}$, will be called a split component of $P$ if the trace of the restriction of ad $Y$ to $\mathfrak{n}_{\alpha}$ is zero for any $Y$ in $\mathfrak{m}$ and any $\alpha$ in $Q$. There is a Cartan subalgebra $\mathfrak{j}$ of $\mathfrak{g}$ and an order on the real linear functions on $\mathfrak{j}_{c}$ such that $\mathfrak{a} \subseteq \mathfrak{j} \subseteq \mathfrak{m}^{\prime}$ and such that $Q$ consists of the restrictions of the positive roots to $\mathfrak{a}$ except perhaps for zero. Let $Q_{\alpha}^{\prime}$ be the set of positive roots whose restriction to $\mathfrak{a}$ equals $\alpha$; then

$$
1 / \operatorname{dim} \mathfrak{n}_{\alpha} \sum_{\alpha^{\prime} \in Q_{\alpha}^{\prime}} \alpha^{\prime}
$$

is zero on $\mathfrak{j} \cap \mathfrak{m}$ and equals $\alpha$ on $\mathfrak{a}$. Thus if $\sum_{\alpha \in Q} c_{\alpha} \alpha=0$ and $c_{\alpha} \geqslant 0$ for all $\alpha$ then

$$
\sum_{\alpha \in Q} \sum_{\alpha^{\prime} \in Q_{\alpha}^{\prime}}\left(\operatorname{dim} \mathfrak{n}_{\alpha}\right)^{-1} c_{\alpha} \alpha^{\prime}=0
$$

which implies that $c_{\alpha}=0$ for all $\alpha$. In particular zero does not belong to $Q$ so that $\mathfrak{m}^{\prime}$ is the centralizer and normalizer of $\mathfrak{a}$ in $\mathfrak{g}$.

Since $\mathfrak{m}^{\prime}$ contains a Cartan subalgebra it is its own normalizer. Let us show that if $M^{\prime}$ is the normalizer of $\mathfrak{m}^{\prime}$ in $P$ then the connected component of $M^{\prime}$ is of finite index in $M^{\prime}$. The group $M^{\prime}$ is the inverse image in $G$ of the intersection of an algebraic group with $\operatorname{Ad} G$. Since $\operatorname{Ad} G$ contains the connected component, in the topological sense, of the group of automorphisms of $\mathfrak{g}$ which leave each element of the centre fixed the assertion follows from Theorem 4 of [23]. Since the Lie algebra of $M^{\prime}$ is $\mathfrak{m}^{\prime}$ it follows from Lemma 3.1 of $\mathbf{1 6}$ that $M^{\prime}$ is the inverse image in $G$ of a maximal fully reducible subgroup of the image of $P$ in $\operatorname{Ad} G$. Let $N$ be the connected subgroup of $G$ with the Lie algebra $\mathfrak{n}$. Since the image of $N$ in Ad $G$ is simply connected it follows readily from [16] that $M^{\prime}$ and $N$ are closed, that $P=M^{\prime} \cdot N$, and that $M^{\prime} \cap N=\{1\}$.

We must also verify that $M^{\prime}$ is the centralizer of $\mathfrak{a}$ in $G$. It certainly contains the centralizer of $\mathfrak{a}$ in $G$. Let $\mathfrak{b}$ be a maximal abelian subalgebra of $\mathfrak{g}^{s}$ which contains $\mathfrak{a}$ such that the image of $\mathfrak{b}$ in ad $\mathfrak{g}$ is diagonalizable. Certainly $\mathfrak{m}^{\prime}$ contains $\mathfrak{b}$. Let $\mathfrak{b}=\mathfrak{b}_{1}+\mathfrak{b}_{2}$ where $\mathfrak{b}_{1}$ is the intersection of $\mathfrak{b}$ with the centre of $\mathfrak{m}^{\prime}$ and $\mathfrak{b}_{2}$ is the intersection of $\mathfrak{b}$ with the semi-simple part of $\mathfrak{m}^{\prime}$. It is a maximal abelian subalgebra of the semi-simple part of $\mathfrak{m}^{\prime}$ whose image in ad $\mathfrak{m}^{\prime}$ is diagonalizable. It may be supposed (cf. [11, p. 749]) that the positive roots of $\mathfrak{b}$ are the roots whose root vectors either lie in $\mathfrak{n}_{c}$, the complexification of $\mathfrak{n}$, or lie in $\mathfrak{m}_{c}^{\prime}$ and belong to positive roots of $\mathfrak{b}_{2}$. If $m$ lies in $M^{\prime}$ then $\operatorname{Ad} m\left(\mathfrak{b}_{1}\right)=\mathfrak{b}_{1}$. Moreover replacing if necessary $m$ by $m m_{0}$ where $m_{0}$ lies in the connected component of $M^{\prime}$ and hence in the centralizer of $\mathfrak{a}$ we may suppose that $\operatorname{Ad} m\left(\mathfrak{b}_{2}\right)=\mathfrak{b}_{2}$ and that $\operatorname{Ad} m$ takes positive roots of $\mathfrak{b}_{2}$ to positive roots of $\mathfrak{b}_{2}$. Thus $\operatorname{Ad} m(\mathfrak{b})=\mathfrak{b}$ and $\operatorname{Ad} m$ leaves invariant the set of positive roots of $\mathfrak{b}$; consequently, by assumption, $m$ lies in the centralizer of $\mathfrak{b}$ and hence of $\mathfrak{a}$. It should also be remarked that the centralizer of $A$ meets each component of $P$ and $G$ and $P$ meets each component of $G$.

If $M$ is the group of all $m$ in $M^{\prime}$ such that the restriction of $\operatorname{Ad} m$ to $\mathfrak{n}_{\alpha}$ has determinant $\pm 1$ for all $\alpha$ then $m$ is closed; since $Q$ contains a basis for the space of linear functions on $\mathfrak{a}$ the intersection $A \cap M$ is $\{1\}$. Let $\alpha_{1}, \ldots, \alpha_{p}$ be such a basis. To see that $A M=M^{\prime}$ introduce the group $M_{1}$ of all $m$ in $M^{\prime}$ such that the restriction of $\operatorname{Ad} m$ to $\mathfrak{n}_{\alpha_{i}}$ has determinant $\pm 1$ for $1 \leqslant i \leqslant p$. Certainly $A M_{1}=M^{\prime}$. So it has merely to be verified that $M$, which is contained in $M_{1}$, is equal to $M_{1}$. Since the Lie algebra of both $M$ and $M_{1}$ is $\mathfrak{m}$ the group $M$ contains the connected component of $M_{1}$. Since $A \cap M_{1}=\{1\}$ the index [ $\left.M_{1}: M\right]$ equals $\left[A M_{1}: A M\right]$ which is finite. It follows readily that $M=M_{1}$. It is clear that $M$ and $S=M N$ are uniquely determined by $P$ and $A$. The pair $(P, S)$ will be called a split parabolic subgroup with $A$ as split component. Its rank is the dimension of $A$. Observe that $A$ is not uniquely determined by the pair $(P, S)$.

The next few lemmas serve to establish some simple properties of split parabolic subgroups which will be used repeatedly throughout the paper. If $(P, S)$ and $\left(P_{1}, S_{1}\right)$ are any two split parabolic subgroups then $(P, S)$ is said to contain $\left(P_{1}, S_{1}\right)$ if $P$ contains $P_{1}$ and $S$ contains $S_{1}$.

Lemma 2.1. Suppose $(P, S)$ contains $\left(P_{1}, S_{1}\right)$. Let $A$ be a split component of $(P, S)$ and $A_{1}$ a split component of $\left(P_{1}, S_{1}\right)$. There is an element $p$ in the connected component of $P$ such that $p A p^{-1}$ is contained in $A_{1}$.

Since $S$ is a normal subgroup of $P, p A p^{-1}$ will be a split component of $(P, S)$. According to Theorem 4.1 of [16] there is a $p$ in the connected component of $P$ such that $\mathfrak{a}_{1}+\mathfrak{m} \subseteq \operatorname{Ad} p(\mathfrak{a}+\mathfrak{m})$. Thus it suffices to show that if $\mathfrak{a}_{1}+\mathfrak{m}_{1}$ is contained in $\mathfrak{a}+\mathfrak{m}$ then $\mathfrak{a}$ is contained in $\mathfrak{a}_{1}$. If $\mathfrak{a}_{1}+\mathfrak{m}_{1} \subseteq \mathfrak{a}+\mathfrak{m}$ then $\mathfrak{a}$ and $\mathfrak{a}_{1}$ commute so that $\mathfrak{a}$ is contained in $\mathfrak{a}_{1}+\mathfrak{m}_{1} ;$ moreover $\mathfrak{m}$ contains $\mathfrak{m}_{1}$ because $\mathfrak{m} \cap \mathfrak{s}_{1}=(\mathfrak{a}+\mathfrak{m}) \cap \mathfrak{s} \cap \mathfrak{s}_{1} \supseteq\left(\mathfrak{a}_{1}+\mathfrak{m}_{1}\right) \cap \mathfrak{s}_{1}=\mathfrak{m}_{1}$. Consequently $\mathfrak{a}$ is orthogonal to $\mathfrak{m}_{1}$ with respect to the Killing form and hence is contained in $\mathfrak{a}_{1}$.
Lemma 2.2. Suppose $P$ is a parabolic subgroup and $\mathfrak{a}$ is a split component of $P$. Let $\left\{\alpha_{1}, \ldots, \alpha_{p,}\right\}$ be a minimal subset of $Q$ such that any $\alpha$ in $Q$ can be written as a linear combination $\sum_{i=1}^{p} m_{i} \alpha_{i}$, with non-negative integers $m_{i}$. Then the set $\left\{\alpha_{1}, \ldots, \alpha_{p}\right\}$ is linearly independent.

This lemma will be proved in the same manner as Lemma 1 of [13]. Let $\langle\lambda, \mu\rangle$ be the bilinear form on the space of linear functions on $\mathfrak{a}$ dual to the restriction of the Killing form to $\mathfrak{a}$. It is enough to show that if $i$ and $j$ are two distinct indices that $\alpha_{i,}-\alpha_{j}$, neither equals zero nor belongs to $Q$ and that if $\alpha$ and $\beta$ belong to $Q$ neither $\alpha-\beta$ nor $\beta-\alpha$ belongs to $Q$ or is zero then $\langle\alpha, \beta\rangle \leqslant 0$. If this is so and $\sum_{i=1}^{p} a_{i} \alpha_{i}=0$ let $F=\left\{i \mid a_{i} \geqslant 0\right\}$ and $F^{\prime}=\left\{i \mid a_{i}<0\right\}$. Set

$$
\lambda=\sum_{i \in F} a_{i} \alpha_{i,}=-\sum_{i \in F^{\prime}} a_{i} \alpha_{i},
$$

then

$$
0 \leqslant\langle\lambda, \lambda\rangle=-\sum_{i \in F} \sum_{j \in F^{\prime}} a_{i} a_{j}\left\langle\alpha_{i}, \alpha_{j}\right\rangle \leqslant 0
$$

which implies that $\lambda=0$. As a consequence of a previous remark $a_{i}=0,1 \leqslant i \leqslant p$. Certainly $\alpha_{i,}-\alpha_{j}$, is not zero of $i \neq j$; suppose that $\alpha_{i,}-\alpha_{j}=\alpha$ belongs to $Q$. Then

$$
\alpha_{i,}-\alpha_{j,}=\sum_{k=1}^{p} m_{k} \alpha_{k}
$$

or

$$
\left(m_{i}-1\right) \alpha_{i,}+\left(m_{j}+1\right) \alpha_{j,}+\sum_{k \neq i, j} m_{k} \alpha_{k}=0
$$

so that $m_{i}-1<0$. Hence $m_{i}=0$ and

$$
\alpha_{i,}=\left(m_{j}+1\right) \alpha_{j,}+\sum_{k \neq i, j} m_{k} \alpha_{k},
$$

which is a contradiction. Suppose $\alpha$ and $\beta$ belong to $Q$ and neither $\alpha-\beta$ nor $\beta-\alpha$ belongs to $Q$ or is zero. Choose the Cartan subalgebra $\mathfrak{j}$ as above and let $\left(\lambda^{\prime}, \mu^{\prime}\right)$ be the bilinear form on the space of linear functions on the complexification of $\mathfrak{j} \cap \mathfrak{g}^{s}$ dual to the Killing form. If $\mu$ is the restriction of $\mu^{\prime}$ to $\mathfrak{a}$ then

$$
\langle\alpha, \mu\rangle=1 / \operatorname{dim} \mathfrak{n}_{\alpha} \sum_{\alpha^{\prime} \in Q_{\alpha}^{\prime}}\left(\alpha^{\prime}, \mu^{\prime}\right)
$$

In particular of $\beta^{\prime}$ belongs to $Q_{\beta}^{\prime}$ then

$$
\langle\alpha, \beta\rangle=1 / \operatorname{dim} \mathfrak{n}_{\alpha} \sum_{\alpha^{\prime} \in Q_{\alpha}^{\prime}}\left(\alpha^{\prime}, \beta^{\prime}\right)
$$

Because of the assumption on $\alpha$ and $\beta, \alpha^{\prime}-\beta^{\prime}$ is neither a root nor zero; thus (cf. [15, Ch. IV]) each term of the sum and hence the sum itself is non-positive. It is clear that the set $\left\{\alpha_{1}, \ldots, \alpha_{p}\right\}$ is unique and is a basis for the set of linear functions on $\mathfrak{a}$; it will be called the set of simple roots of $\mathfrak{a}$. It is also clear that if $P_{1}$ contains $P$ and $A_{1}$ is a split component of $P_{1}$ contained in $A$ then the set of simple roots of $\mathfrak{a}_{1}$ is contained in the set of linear functions on $\mathfrak{a}_{1}$ obtained by restricting the simple roots of $\mathfrak{a}$ to $\mathfrak{a}_{1}$.
Lemma 2.3. Suppose

$$
P=P_{1} \varsubsetneqq P_{2} \varsubsetneqq \cdots \varsubsetneqq P_{k}
$$

is a sequence of parabolic subgroups with split components

$$
A_{1} \supset A_{2} \supset \cdots \supset A_{k}
$$

and

$$
\operatorname{dim} A_{i+1}-\operatorname{dim} A_{i}=1, \quad 1 \leqslant i<k
$$

If $\left\{\alpha_{1,}, \ldots, \alpha_{p}\right\}$ is the set of simple roots of $\mathfrak{a}$ and $\left\{\alpha_{j,}, \ldots, \alpha_{p}\right\}$ restricted to $\mathfrak{a}_{j}$ is the set of simple roots for $\mathfrak{a}_{j}, 1 \leqslant j \leqslant k$, then

$$
\mathfrak{a}_{j}=\left\{H \in \mathfrak{a} \mid \alpha_{i,}(H)=0, i<j\right\}
$$

and if

$$
Q_{j}^{\prime}=\left\{\alpha \in Q \mid \alpha(H) \neq 0 \text { for some } H \text { in } \mathfrak{a}_{j}\right\}
$$

then

$$
\mathfrak{n}_{j}=\sum_{\alpha \in Q_{j}^{\prime}} \mathfrak{n}_{\alpha}, \quad 1 \leqslant j \leqslant k
$$

Conversely if $F$ is a subset of $\{1, \ldots, p\}$; if

$$
{ }^{*} \mathfrak{a}=\left\{H \in \mathfrak{a} \mid \alpha_{i,}(H)=0 \text { for all } i \in F\right\}
$$

if

$$
{ }^{*} Q^{\prime}=\left\{\alpha \in Q \mid \alpha(H) \neq 0 \text { for some } H \in{ }^{*} \mathfrak{a}\right\} ;
$$

if

$$
{ }^{*} \mathfrak{n}=\sum_{\alpha \in * Q^{\prime}} \mathfrak{n}_{\alpha} ;
$$

and if ${ }^{*} \mathfrak{m}$ is the orthogonal complement of ${ }^{*} \mathfrak{a}$ in the centralizer of ${ }^{*} \mathfrak{a}$ in $\mathfrak{g}$ then ${ }^{*} \mathfrak{p}={ }^{*} \mathfrak{a}+{ }^{*} \mathfrak{m}+{ }^{*} \mathfrak{n}$ is the Lie algebra of a parabolic subgroup *P of $G$ which contains $P$ and has ${ }^{*} \mathfrak{a}$ as a split component.

In the discussions above various objects such as $A, Q, \mathfrak{n}$ have been associated to a parabolic subgroup $P$; the corresponding objects associated to another parabolic group, say $P_{1}$, will be denoted by the same symbols, for example $A_{1}, Q_{1}, \mathfrak{n}_{1}$, with the appropriate indices attached. It is enough to prove the direct part of the lemma for $k=2$. Since $P_{2}$ properly contains $P_{1}$ and since, as is readily seen, $P_{j}$ is the normalizer of $\mathfrak{n}_{j}, j=1,2$ the algebra $\mathfrak{n}_{2}$ must be properly contained in $\mathfrak{n}_{1}$. Consequently there is an $\alpha \in Q$ whose restriction to $\mathfrak{a}_{2}$ is zero and
$\alpha=\sum_{i=1}^{p} m_{i} \alpha_{i}$, with non-negative integers $m_{i}$. Let $\bar{\alpha}_{i}$, be the restriction of $\alpha_{i}$, to $\mathfrak{a}_{2}$ and let $\bar{\alpha}_{1,}=\sum_{j=2}^{i=1} n_{j} \bar{\alpha}_{j} ;$, then

$$
0=\sum_{j=2}^{p}\left(m_{j}+m_{1} n_{j}\right) \bar{\alpha}_{j}
$$

so $m_{j}=0, j \geqslant 2$ and $\alpha=m_{1} \alpha_{1,}$. Since $\operatorname{dim} \mathfrak{a}_{2}-\operatorname{dim} \mathfrak{a}_{1}=1$ the direct part of the lemma is proved. Proceeding to the converse we see that if *P is taken to be the normalizer of ${ }^{* p}$ in $G$ then ${ }^{*} P$ is parabolic by definition. It contains the connected component of $P$ and the centralizer of $A$ in $G$; so it contains all of $P$. Moreover the image of ${ }^{*} \mathfrak{a}+{ }^{*} \mathfrak{m}$ in ad $\mathfrak{g}$ is fully reducible and ${ }^{*} \mathfrak{n}$ is a normal subalgebra of $\mathfrak{v}$; so to prove that ${ }^{*} \mathfrak{a}$ is a split component of *P it has to be shown that if $\alpha$ belongs to ${ }^{*} Q^{\prime}$ and

$$
Q_{\alpha}=\left\{\beta \in Q \mid \alpha(H)=\beta(H) \text { for all } H \text { in }{ }^{*} \mathfrak{a}\right\}
$$

then the trace of the restriction of ad $X$ to $\sum_{\beta \in Q_{\alpha}} \mathfrak{n}_{\beta}$ is zero for all $X$ in ${ }^{*} \mathfrak{m}$. It is enough to show this when $X$ belongs to the centre of ${ }^{*} \mathfrak{m}$. But then $X$ commutes with $\mathfrak{a}$ and so lies in $\mathfrak{a}+\mathfrak{m}$; say $X=Y+Z$. If $i$ belongs to $F$ the trace of the restriction of ad $X$ to $\mathfrak{n}_{\alpha_{i}}$, is $\alpha_{i,}(Y) \operatorname{dim} \mathfrak{n}_{\alpha_{i}}$; on the other hand it is zero because $\mathfrak{n}_{\alpha_{i}}$, belongs to ${ }^{*} \mathfrak{m}$. Thus $\alpha_{i,}(Y)=0$ for all $i \in F$, so that $Y$ belongs to ${ }^{*} \mathfrak{a}$ and hence is zero. Since the assertion is certainly true for $Z$ it is true for $X$.

There are some simple conventions which will be useful later. If $\mathfrak{j}_{c}$ and $\mathfrak{j}_{c}^{\prime}$ are two Cartan subalgebras of $\mathfrak{g}_{c}$ and an order is given on the set of real linear functions on $\mathfrak{j}_{c}$ and $\mathfrak{j}_{c}^{\prime}$ then there is exactly one map from $\mathfrak{j}_{c}$ to $\mathfrak{j}_{c}^{\prime}$ which takes positive roots to positive roots and is induced by an element of the adjoint group of $\mathfrak{g}_{c}$. Thus one can introduce an abstract Lie algebra which is provided with a set of positive roots and a uniquely defined isomorphism of this Lie algebra with each Cartan subalgebra such that positive roots correspond to positive roots. Call this the Cartan subalgebra of $\mathfrak{g}_{c}$. Suppose $(P, S)$ is a split parabolic subgroup with $A$ and $A^{\prime}$ as split components. Let $\mathfrak{j}$ be a Cartan subalgebra containing $\mathfrak{a}$ and let $\mathfrak{j}^{\prime}$ be a Cartan subalgebra containing $\mathfrak{a}^{\prime}$. Choose orders on $\mathfrak{j}_{c}$ and $\mathfrak{j}_{c}^{\prime}$ so that the root vectors belonging to positive roots lie in $\mathfrak{p}_{c}$. There is a $p_{1}$ in $P$ such that $\operatorname{Ad} p_{1}(\mathfrak{a})=\mathfrak{a}^{\prime} ;$ since the centralizer of $A$ meets each component of $P$ there is a $p$ in the connected component of $P$ such that $\operatorname{Ad} p(H)=\operatorname{Ad} p_{1}(H)$ for all $H$ in $\mathfrak{a}$. Let $\operatorname{Ad} p(\mathfrak{j})=\mathfrak{j}^{\prime \prime}$. There is an element $m$ in the adjoint group of $\mathfrak{m}_{c}$ such that $\operatorname{Ad} p \operatorname{Ad} m(\mathfrak{a})=\mathfrak{a}^{\prime}, \operatorname{Ad} p \operatorname{Ad} m(\mathfrak{j})=\mathfrak{j}^{\prime}$, and $\operatorname{Ad} p \operatorname{Ad} m^{\prime}$ takes positive roots of $\mathfrak{j}^{\prime}$ to positive roots of $\mathfrak{j}$. The maps of $\mathfrak{a} \rightarrow \mathfrak{j} \rightarrow \mathfrak{j}_{c}$ and $\mathfrak{a}^{\prime} \rightarrow \mathfrak{j}^{\prime} \rightarrow \mathfrak{j}_{c}^{\prime}$ determine maps of $\mathfrak{a}$ and $\mathfrak{a}^{\prime}$ into the Cartan subalgebra of $\mathfrak{g}_{c}$ and if $H$ belongs to $\mathfrak{a}$ then $H$ and $\operatorname{Ad} p_{1}(H)$ have the same image. The image of $\mathfrak{a}$ will be called the split component of $(P, S)$. Usually the context will indicate whether it is a split component or the split component which is being referred to. If $F$ is a subset of the set of simple roots of the split component it determines a subset of the set of simple roots of any split component which, according to the previous lemma, determines another split parabolic subgroup. The latter depends only on $F$ and will be called simply the split parabolic subgroup determined by $F$; such a subgroup will be said to belong to $(P, S)$.

If $(P, S)$ is a split parabolic subgroup with the split component $\mathfrak{a}$ let $\alpha_{, 1}, \ldots, \alpha_{, p}$ be the linear functions on $\mathfrak{a}$ such that $\left\langle\alpha_{, i}, \alpha_{j,}\right\rangle=\delta_{i j}, 1 \leqslant i, j \leqslant p$. Of course $\alpha_{1,}, \ldots, \alpha_{p}$, are the simple roots of $\mathfrak{a}$. If $-\infty \leqslant c_{1}<c_{2} \leqslant \infty$ let

$$
\mathfrak{a}^{+}\left(c_{1}, c_{2}\right)=\left\{H \in \mathfrak{a} \mid c_{1}<\alpha_{i,}(H)<c_{2}, 1 \leqslant i \leqslant p\right\}
$$

and let

$$
{ }^{+} \mathfrak{a}\left(c_{1}, c_{2}\right)=\left\{H \in \mathfrak{a} \mid c_{1}<\alpha_{, i}(H)<c_{2}, 1 \leqslant i \leqslant p\right\}
$$

It will be convenient to set $\mathfrak{a}^{+}(0, \infty)=\mathfrak{a}^{+}$and ${ }^{+} \mathfrak{a}(0, \infty)={ }^{+} \mathfrak{a}$. If $A$ is the simply-connected abstract Lie group with the Lie algebra $\mathfrak{a}$ then $A$ will also be called the split component of $(P, S)$. The map $H \rightarrow \exp H$ is bijective; if $\lambda$ is a linear function on $\mathfrak{a}$ set $\xi_{\lambda}(\exp H)=$ $\exp (\lambda(H))$. If $0 \leqslant c_{1} \leqslant c_{2} \leqslant \infty$ we let

$$
A^{+}\left(c_{1}, c_{2}\right)=\left\{a \in A \mid c_{1}<\xi_{\alpha_{i},}(a)<c_{2}, 1 \leqslant i \leqslant p\right\}
$$

and

$$
{ }^{+} A\left(c_{1}, c_{2}\right)=\left\{a \in A \mid c_{1}<\xi_{\alpha, i}(a)<c_{2}, 1 \leqslant i \leqslant p\right\}
$$

We shall make frequent use of the two following geometrical lemmas.
Lemma 2.4. For each $s<\infty$ there is a $t<\infty$ such that $\mathfrak{a}^{+}(s, \infty)$ is contained in ${ }^{+} \mathfrak{a}(t, \infty)$. In particular $\mathfrak{a}^{+}$is contained in ${ }^{+} \mathfrak{a}$.

For each $s$ there is an element $H$ in $\mathfrak{a}$ such that $\mathfrak{a}^{+}(s, \infty)$ is contained in $H+\mathfrak{a}^{+}$; thus it is enough to show that $\mathfrak{a}^{+}$is contained in ${ }^{+} \mathfrak{a}$. Suppose we could show that $\left\langle\alpha^{i}, \alpha^{j}\right\rangle \geqslant 0,1 \leqslant i$, $j \leqslant p$. Then $\alpha_{, i}=\sum_{j=1}^{p} a_{j}^{i} \alpha_{j}$, with $a_{j}^{i} \geqslant 0$ and it follows immediately that $\mathfrak{a}^{+}$is contained in ${ }^{+} \mathfrak{a}$. Since $\left\langle\alpha_{i,}, \alpha_{j}\right\rangle \leqslant 0$ if $i \neq j$ this lemma is a consequence of the next.
Lemma 2.5. Suppose $V$ is a Euclidean space of dimension $n$ and $\lambda_{1}, \ldots, \lambda_{n}$, is a basis for $V$ such that $\left(\lambda_{i}, \lambda_{j}\right) \leqslant 0$ if $i \neq j$. If $\lambda_{, i}, 1 \leqslant i \leqslant n$, are such that $\left(\lambda_{, i}, \lambda_{j}\right)=\delta_{i j}$ then either there are two non-empty disjoint subsets $F_{1}$ and $F_{2}$ of $\{1, \ldots, n\}$ such that $F_{1} \cup F_{2}=\{1, \ldots, n\}$ and $\left(\lambda_{i,}, \lambda_{j}\right)=0$ if $i \in F_{1}, j \in F_{2}$ or $\left(\lambda_{, i}, \lambda_{, j}\right)>0$ for all $i$ and $j$.

The lemma is easily proved if $n \leqslant 2$ so suppose that $n>2$ and that the lemma is true for $n-1$. Suppose that, for some $i$ and $j,\left(\lambda_{, i}, \lambda_{, j}\right) \leqslant 0$. Choose $k$ different from $i$ and $j$ and project $\left\{\lambda_{\ell,} \mid \ell \neq k\right\}$ on the orthogonal complement of $\lambda_{k}$, to obtain $\left\{\mu_{\ell,} \mid \ell \neq k\right\}$. Certainly for $\ell \neq k$ the vector $\lambda_{, \ell}$ is orthogonal to $\lambda_{, k}$ and $\left(\lambda_{, \ell}, \mu_{m}\right)=\mu_{\ell m}$. Moreover

$$
\left(\mu_{\ell,}, \mu_{m}\right)=\left(\lambda_{\ell,}, \lambda_{m}\right)-\left(\lambda_{\ell}, \lambda_{k}\right)\left(\lambda_{m}, \lambda_{k}\right) /\left(\lambda_{k}, \lambda_{k}\right) \leqslant\left(\lambda_{\ell,}, \lambda_{m,}\right)
$$

with equality only if $\lambda_{\ell}$, or $\lambda_{m}$, is orthogonal to $\lambda_{k}$. By the induction assumption there are two disjoint subsets of $F_{1}^{\prime}$ and $F_{2}^{\prime}$ of $\{\ell \mid 1 \leqslant \ell \leqslant n, \ell \neq k\}$ such that $\left(\mu_{\ell,}, \mu_{m}\right)=0$ if $\ell \in F_{1}^{\prime}$ and $m \in F_{2}^{\prime}$. For such a pair $\left(\mu_{\ell,}, \mu_{m}\right)=\left(\lambda_{\ell,}, \lambda_{m},\right)$; so either $\left(\lambda_{\ell,}, \lambda_{k}\right)=0$ for all $\ell \in F_{1}^{\prime}$ or $\left(\lambda_{m}, \lambda_{k}\right)=0$ for all $m \in F_{2}^{\prime}$. This proves the assertion.

Suppose that $\mathfrak{a}$ is just a split component of $P$ and $F$ is a subset of $Q$. Let $\mathfrak{c}=$ $\{H \in \mathfrak{a} \mid \alpha(H)=0$ for all $\alpha \in F\}$; if $F$ is a subset of the set of simple roots $\mathfrak{c}$ is called a distinguished subspace of $\mathfrak{a}$. Let $\mathfrak{g}_{\mathfrak{c}}$ be the orthogonal complement of $\mathfrak{c}$ in the centralizer of $\mathfrak{c}$ in $\mathfrak{g}$ and let $G_{\mathfrak{c}}$ be any subgroup of $G$ with the Lie algebra $\mathfrak{g}_{\mathfrak{c}}$ which satisfies the same conditions as $G$. Then $\mathfrak{p} \cap \mathfrak{g}_{\mathfrak{c}}$ is the Lie algebra of a parabolic subgroup $P^{\prime}$ of $G_{\mathfrak{c}}$ and $\mathfrak{b}$, the orthogonal complement of $\mathfrak{c}$ in $\mathfrak{a}$, is a split component of $P^{\prime}$. We regard the dual space of $\mathfrak{b}$ as the set of linear functions on $\mathfrak{a}$ which vanish on $\mathfrak{c}$. Let $\beta_{1,}, \ldots, \beta_{q}$, be the simple roots of $\mathfrak{b} ;\left\{\beta_{1}, \ldots, \beta_{q}\right\}$ is a subset of $Q$. There are two quadratic forms on the dual space of $\mathfrak{b}$, namely the one dual to the restriction of the Killing form on $\mathfrak{g}$ to $\mathfrak{b}$ and the one dual to the restriction of the Killing form on $\mathfrak{g}_{\mathfrak{c}}$ to $\mathfrak{b}$. Thus there are two possible definitions of $\beta_{, 1}, \ldots, \beta_{, q}$ and hence two possible definitions of ${ }^{+} \mathfrak{b}$. In the proof of Theorem 7.7 it will be necessary to know that both definitions give the same ${ }^{+} \mathfrak{b}$. A little thought convinces us that this is a consequence of the next lemma.

The split parabolic subgroup $(P, S)$ will be called reducible if $\mathfrak{g}$ can be written as the direct sum of two ideals $\mathfrak{g}_{1}$ and $\mathfrak{g}_{2}$ in such a way that $\mathfrak{p}=\mathfrak{p}_{1}+\mathfrak{p}_{2}$ with $\mathfrak{p}_{i}=\mathfrak{p} \cap \mathfrak{g}_{i}$ and $\mathfrak{s}=\mathfrak{s}_{1}+\mathfrak{s}_{2}$ with $\mathfrak{s}_{i}=\mathfrak{s} \cap \mathfrak{g}_{i}$. Then $\mathfrak{n}=\mathfrak{n}_{1}+\mathfrak{n}_{2}$ with $\mathfrak{n}_{i}=\mathfrak{n} \cap \mathfrak{g}_{i}$. If $\mathfrak{a}$ is a split component of $(P, S)$ and $\mathfrak{m}^{\prime}$ is the centralizer of $\mathfrak{a}$ in $\mathfrak{g}$ then $\mathfrak{m}^{\prime}=\mathfrak{m}_{1}^{\prime}+\mathfrak{m}_{2}^{\prime}$ with $\mathfrak{m}_{i}^{\prime}=\mathfrak{m}^{\prime} \cap \mathfrak{g}_{i}$. Since $\mathfrak{m}=\mathfrak{m}^{\prime} \cap \mathfrak{s}$, it is also the direct sum of $\mathfrak{m}_{1}$ and $\mathfrak{m}_{2}$ while $\mathfrak{a}$, being the orthogonal complement of $\mathfrak{m}$ in $\mathfrak{m}^{\prime}$, is the direct sum of $\mathfrak{a}_{1}$ and $\mathfrak{a}_{2}$. If $(P, S)$ is not reducible it will be called irreducible.

Lemma 2.6. Suppose that the split parabolic subgroup $(P, S)$ is irreducible and suppose that $\pi$ is a representation of $\mathfrak{g}$ on the finite-dimensional vector space $V$ such that if $\alpha$ is a linear function on $\mathfrak{a}$ and

$$
V_{\alpha}=\{v \in V \mid \pi(H) v=\alpha(H) v \text { for all } H \text { in } \mathfrak{a}\}
$$

then the trace of the restriction of $\pi(X)$ to $V_{\alpha}$ is zero for all $X$ in $\mathfrak{m}$. Then there is a constant $c$ such that trace $\left\{\pi\left(H_{1}\right) \pi\left(H_{2}\right)\right\}=c\left\langle H_{1}, H_{2}\right\rangle$ for all $H_{1}$ and $H_{2}$ in $\mathfrak{a}$.

If $\mathfrak{g}$ contains a non-trivial centre then $\mathfrak{g}$ is abelian and $\mathfrak{a}=\{0\}$; so there is nothing to prove. We suppose then that $\mathfrak{g}$ is semi-simple, so that the Killing form $\langle X, Y\rangle$ is non-degenerate. Consider the bilinear form trace $\pi(X) \pi(Y)=(X, Y)$ on $\mathfrak{g}$. It is readily verified that

$$
([X, Y], Z)+(Y,[X, Z])=0
$$

Let $T$ be the linear transformation on $\mathfrak{g}$ such that $(X, Y)=\langle T X, Y\rangle$; then $\langle T X, Y\rangle=\langle X, T Y\rangle$ and $T([X, Y])=[X, T Y]$. If $H$ belongs to $\mathfrak{a}$ and $X$ belongs to $\mathfrak{m}$ the assumption of the lemma implies that $(H, X)=0$. Moreover choosing a basis for $V$ with respect to which the transformations $\pi(H), H \in \mathfrak{a}$, are in diagonal form we see that $(X, Y)=0$ if $X$ belongs to $\mathfrak{p}$ and $Y$ belongs to $\mathfrak{n}$. If $\alpha$ belongs to $Q$ let

$$
\mathfrak{n}_{\alpha}^{-}=\{X \in \mathfrak{g} \mid[H, X]=-\alpha(H) X \text { for all } H \text { in } \mathfrak{g}\}
$$

and let $\mathfrak{n}^{-}=\sum_{\alpha \in Q} \mathfrak{n}_{\alpha}^{-}$. If $X$ belongs to $\mathfrak{a}+\mathfrak{m}+\mathfrak{n}^{-}$and $Y$ belongs to $\mathfrak{n}^{-}$then $(X, Y)=0$. Thus if $H$ belongs to $\mathfrak{a}$ then $\langle T H, Y\rangle=0$ for $Y$ in $\mathfrak{m}+\mathfrak{n}+\mathfrak{n}^{-}$, so that $T H$ lies in $\mathfrak{a}$. For the same reason $T \mathfrak{m} \subseteq \mathfrak{m}$ and $T \mathfrak{n} \subseteq \mathfrak{n}$. Let $\lambda_{1}, \ldots, \lambda_{r}$ be the eigenvalues of $T$ and let $\mathfrak{g}_{i}=\left\{X \in \mathfrak{g} \mid\left(T-\lambda_{i}\right)^{n} X=0\right.$ for some $\left.n\right\}$. Each $\mathfrak{g}_{i}, 1 \leqslant i \leqslant r$, is an ideal of $\mathfrak{g}$ and $\mathfrak{g}=\bigoplus \mathfrak{g}_{i}, \mathfrak{p}=\bigoplus\left(\mathfrak{p} \cap \mathfrak{g}_{i}\right)$, and $\mathfrak{s}=\bigoplus\left(\mathfrak{s} \cap \mathfrak{g}_{i}\right)$. We conclude that $r=1$. The restriction of $T$ to $\mathfrak{a}$ is symmetric with respect to the restriction of the Killing form to $\mathfrak{a}$. Since the latter is positive definite the restriction of $T$ to $\mathfrak{a}$ is a multiple of the identity. This certainly implies the assertion of the lemma.

Now suppose $\Gamma$ is a discrete subgroup of $G$. When describing the conditions to be imposed on $\Gamma$ we should be aware of the following fact.
Lemma 2.7. If $\Gamma$ is a discrete subgroup of $G$, if $\left(P_{1}, S_{1}\right)$ and $\left(P_{2}, S_{2}\right)$ are two split parabolic subgroups, if $\Gamma \cap P_{i} \subseteq S_{i}, i=1$, 2, if the volume of $\Gamma \cap S_{i} \backslash S_{i}$ is finite for $i=1$, 2, and if $P_{1} \supseteq P_{2}$, then $S_{1} \supseteq S_{2}$.

Let $S=S_{1} \cap S_{2}$; then $\Gamma \cap P_{2} \subseteq S$. It is a normal subgroup of $S_{2}$ and $S \backslash S_{2}$ is isomorphic to $S_{1} \backslash S_{1} S_{2}$ and is consequently abelian. It follows readily from the definition of a split parabolic subgroup that the Haar measure on $S_{2}$ is left and right invariant. This is also true of the Haar measure on $S \backslash S_{2}$ and hence it is true of the Haar measure on $S$. Thus

$$
\int_{\Gamma \cap S_{2} \backslash S_{2}} d s_{2}=\int_{S \backslash S_{2}} d s_{2} \int_{\Gamma \cap S_{2} \backslash S} d s=\mu\left(S \backslash S_{2}\right) \mu(\Gamma \cap S \backslash S)
$$

Consequently $\mu\left(S \backslash S_{2}\right)$ is finite and $S \backslash S_{2}$ is compact. Since the natural mapping from $S \backslash S_{2}$ to $S_{1} \backslash S_{1} S_{2}$ is continuous $S_{1} \backslash S_{1} S_{2}$ is also compact. But $S_{1} \backslash S_{1} S_{2}$ is a subgroup of $S_{1} \backslash P_{1}$ which is isomorphic to $A_{1}$ and $A_{1}$ contains no non-trivial compact subgroups. We conclude that $S_{2}$ is contained in $S_{1}$.

If $\Gamma$ is a discrete subgroup of $G$ and $(P, S)$ is a split parabolic subgroup then $(P, S)$ will be called cuspidal if every split parabolic subgroup $\left(P^{\prime}, S^{\prime}\right)$ belonging to $(P, S)$ is such that $\Gamma \cap P^{\prime} \subseteq S^{\prime}, \Gamma \cap N^{\prime} \backslash N^{\prime}$ is compact, and $\Gamma \cap S^{\prime} \backslash S^{\prime}$ has finite volume. A cuspidal subgroup such that $\Gamma \cap S \backslash S$ is compact will be called percuspidal. Since the last lemma implies that $S$ is uniquely determined by $P$ and $\Gamma$ we will speak of $P$ as cuspidal or percuspidal. If $P$ is a cuspidal subgroup the group $N \backslash S$ which is isomorphic to $M$ satisfies the same conditions as $G$. It will usually be identified with $M$. The image $\Theta$ of $\Gamma \cap S$ in $M$ is a discrete subgroup of $M$. If $\left({ }^{*} P,{ }^{*} S\right)$ is a split parabolic group belonging to $(P, S)$ then $\left({ }^{\dagger} P,{ }^{\dagger} S\right)=\left({ }^{*} N \backslash P \cap{ }^{*} S,{ }^{*} N \backslash S\right)$ is a split parabolic subgroup of ${ }^{*} M$. If $(P, S)$ is a cuspidal group of $G$ then $\left({ }^{\dagger} P,{ }^{\dagger} S\right)$ is a cuspidal subgroup of * $M$ with respect to the group ${ }^{*} \Theta$.

Once we have defined the notion of a Siegel domain we shall state the condition to be imposed on $\Gamma$. Fix once and for all a maximal compact subgroup $K$ of $G$ which contains a maximal compact subgroup of $G_{0}$. If $(P, S)$ is a split parabolic subgroup, if $c$ is a positive number, and if $\omega$ is a compact subset of $S$ then a Siegel domain $\mathfrak{S}=\mathfrak{S}(c, \omega)$ associated to $(P, S)$ is

$$
\left\{g=\operatorname{sak} \mid s \in \omega, a \in A^{+}(c, \infty), k \in K\right\}
$$

Here $A$ is any split component of $(P, S)$.
A set $E$ of percuspidal subgroups will be said to be complete if when $\left(P_{1}, S_{1}\right)$ and $\left(P_{2}, S_{2}\right)$ belong to $E$ there is a $g$ in $G$ such that $g P_{1} g^{-1}=P_{2}$ and $g S_{1} g^{-1}=S_{2}$ and when $(P, S)$ belongs to $E$ and $\gamma$ belongs to $\Gamma$ the pair $\left(\gamma P \gamma^{-1}, \gamma S \gamma^{-1}\right)$ belongs to E.
Assumption. There is a complete set of $E$ of percuspidal subgroups such that if $P$ is any cuspidal subgroup belonging to an element of $E$ there is a subset $\left\{P_{1}, \ldots, P_{r}\right\}$ of $E$ such that $P$ belongs to $P_{i}, 1 \leqslant i \leqslant r$, and Siegel domain $\mathfrak{S}_{i}$ associated to $\left(N \backslash P_{1} \cap S, N \backslash S_{i}\right)$ such that $M=\bigcup_{i=1}^{r} \Theta \mathfrak{S}_{i}$. Moreover there is a finite subset $F$ of $E$ such that $E=\bigcup_{\gamma \in \Gamma} \bigcup_{P \in F} \gamma P \gamma^{-1}$.

Henceforth a cuspidal subgroup will mean a cuspidal subgroup belonging to an element of $E$ and a percuspidal subgroup will mean an element of $E$. It is apparent that the assumption has been so formulated that if ${ }^{*} P$ is a cuspidal subgroup then it is still satisfied if the pair $\Gamma, G$ is replaced by the pair ${ }^{*} \Theta,{ }^{*} M$. Let us verify that this is so if $E$ is replaced by the set of subgroups ${ }^{*} N \backslash P \cap{ }^{*} S$ where $P$ belongs to $E$ and ${ }^{*} P$ belongs to $P$. It is enough to verify that if $\left({ }^{*} P,{ }^{*} S\right)$ is a split parabolic group belonging to $\left(P_{1}, S_{1}\right)$ and to $\left(P_{2}, S_{2}\right)$ and $g P_{1} g^{-1}=P_{2}, g S_{1} g^{-1}=S_{2}$ then $g$ lies in ${ }^{*} P$. Let ${ }^{*} \mathfrak{a}$ be a split component of $\left({ }^{*} P\right.$, $\left.{ }^{*} S\right)$; let $\mathfrak{a}_{1}$ be a split component of $\left(P_{1}, S_{1}\right)$ containing $\mathfrak{a}$; and let $\mathfrak{b}$ be a maximal abelian subalgebra of $\mathfrak{g}^{s}$ containing $\mathfrak{a}_{1}$ whose image in ad $\mathfrak{g}$ is diagonalizable. Choose $p$ in ${ }^{*} P$ so that $\left(p P_{2} p^{-1}, p S_{2} p^{-1}\right)$ has a split component $\mathfrak{a}_{2}$ which contains ${ }^{*} \mathfrak{a}$ and is contained in $\mathfrak{b}$ and so that $\operatorname{Ad} \operatorname{pg}\left(\mathfrak{a}_{1}\right)=\mathfrak{a}_{2}$ and $\operatorname{Ad} \operatorname{pg}(\mathfrak{b})=\mathfrak{b}$. Replacing $g$ by $p g$ if necessary we may suppose that $p=1$. Choose an order on the real linear functions on $\mathfrak{b}$ so that any root whose restriction to $\mathfrak{a}_{1}$ lies in $Q_{1}$ is positive. If the restriction of the positive root $\alpha$ to ${ }^{*} \mathfrak{a}$ lies in ${ }^{*} Q$ then the restriction to $\mathfrak{a}_{1}$ of the root $\alpha^{\prime}$ defined by

$$
\alpha^{\prime}(H)=\alpha(\operatorname{Ad} g(H))
$$

lies in $Q_{1}$ and is thus positive. The roots whose restrictions to ${ }^{*} \mathfrak{a}$ are zero are determined by their restrictions to the intersection of $\mathfrak{b}$ with the semi-simple part of * $\mathfrak{m}$. It is possible
(cf. [11]) to choose an order on the linear functions on this intersection so that the positive roots are the restrictions of those roots $\alpha$ of $\mathfrak{b}$ such that $\alpha^{\prime}$, with $\alpha^{\prime}(H)=\alpha(\operatorname{Ad} g(h))$, is positive. It is also possible to choose an order so that the positive roots are the restrictions of the positive roots of $\mathfrak{b}$. Consequently there is an $m$ in ${ }^{*} M$ such that $\operatorname{Ad} m g(\mathfrak{b})=\mathfrak{b}$ and Ad $m g$ takes positive roots to positive roots. Then $m g$ belongs to the centralizer of $\mathfrak{b}$ and hence to ${ }^{*} P$; so the assertion is proved.

Some consequences of the assumption which are necessary for the analysis of this paper will now be deduced. If $(P, S)$ is a split parabolic subgroup of $G$ the map $(p, k) \rightarrow p k$ is an analytic map from $P \times K$ onto $G$. If $A$ is a split component of $(P, S)$ then every element $p$ of $P$ may be written uniquely as a product $p=a s$ with $a$ in $A$ and $s$ in $S$. Although in the decomposition $g=p k$ the factor $p$ may not be uniquely determined by $g$ the factor $a=a(g)$ of the product $p=a s$ is. In fact the image of $a(g)$ in the split component of $(P, S)$ is. Henceforth, for the sake of definiteness, $a(g)$ will denote this image. Every percuspidal subgroup has the same split component which will call $\mathfrak{h}$. Suppose the rank of $\mathfrak{h}$ is $p$ and $\alpha_{, 1}, \ldots, \alpha_{, p}$ are the linear functions on $\mathfrak{h}$ dual to the simple roots.

Lemma 2.8. If $P$ is a percuspidal subgroup there is a constant $\mu$ such that $\xi_{\alpha, i}(a(\gamma)) \leqslant \mu$, $1 \leqslant i \leqslant p$, for all $\gamma$ in $\Gamma$.

If $C$ is a compact subset of $G$ so is $K C$ and $\{a(h) \mid h \in K C\}$ is compact; thus there are two positive numbers $\mu_{1}$ and $\mu_{2}$ with $\mu_{1}<\mu_{2}$ such that it is contained in ${ }^{+} A\left(\mu_{1}, \mu_{2}\right)$. If $g=a s k$ with $a$ in $A, s$ in $S$, and $k$ in $K$ and $h$ belongs to $C$ then $a(g h)=a(k h) a(g)$, so that

$$
\mu_{1} \xi_{\alpha, i}(a)<\xi_{\alpha, i}(a(g h))<\mu_{2} \xi_{\alpha, i}(a), \quad 1 \leqslant i \leqslant p
$$

In particular in proving the lemma we may replace $\Gamma$ by a subgroup of finite index which will still satisfy the basic assumption, and hence may suppose that $G$ is connected. If $P$ is a cuspidal subgroup let $\Delta=\Gamma \cap S$. If $P$ is percuspidal there is a compact set $\omega$ in $S$ such that every left coset $\Delta \gamma$ of $\Delta$ in $\Gamma$ contains an element $\gamma^{\prime}=s a(\gamma) k$ with $s$ in $\omega$. For the purposes of the lemma only those $\gamma$ such that $\gamma^{\prime}=\gamma$ need be considered. It is not difficult to see $(\mathrm{cf}.[\mathbf{2 2}, \mathrm{App} . \mathrm{II}])$ that there is a finite number of elements $\delta_{1}, \ldots, \delta_{n}$ in $\Gamma \cap N$ such that the connected component of the centralizer of $\left\{\delta_{1}, \ldots, \delta_{n}\right\}$ in $\Gamma \cap N$ is $N^{c}$, the centre of $N$. A variant of Lemma 2 of [18] then shows that $\Gamma \cap N^{c} \backslash N^{c}$ is compact so that, in particular, there is an element $\delta \neq 1$ in $\Gamma \cap N^{c}$. If $Q^{c}$ is the set of $\alpha$ in $Q$ such that $\mathfrak{n}_{\alpha} \cap \mathfrak{n}^{c} \neq\{0\}$ there is a constant $\nu$ such that, for all $\gamma$ in $\Gamma, \xi_{\alpha}(a(\gamma)) \leqslant \nu$ for at least one $\alpha$ in $Q^{c}$. If not there would be a sequence $\left\{\gamma_{\ell}\right\}$ with $\left\{\xi_{\alpha}^{-1}\left(a\left(\gamma_{\ell}\right)\right)\right\}$ converging to zero for all $\alpha$ in $Q^{c}$, so that

$$
\gamma^{-1} \delta \gamma=k_{\ell}^{-1}\left(a^{-1}\left(\gamma_{\ell}\right)\left(s_{\ell}^{-1} \delta s_{\ell}\right) a\left(\gamma_{\ell}\right)\right) k_{\ell}
$$

would converge to 1 which is impossible.
If $\mathfrak{g}=\bigoplus_{i=1}^{r} \mathfrak{g}_{i}$ with $\mathfrak{g}_{i}$ simple, then $\mathfrak{p}=\bigoplus_{i=1}^{r} \mathfrak{p} \cap \mathfrak{g}_{i}$ so that $\mathfrak{n}^{c}=\bigoplus_{i=1}^{r} \mathfrak{n}^{c} \cap \mathfrak{g}_{i}$. If $\mathfrak{j}$ is a Cartan subalgebra containing $\mathfrak{a}$, if an order is chosen on $\mathfrak{j}$ as before, and if $\mathfrak{w}$ is a subspace of $\mathfrak{n}^{c} \cap \mathfrak{g}_{i}$ invariant under $A d p$ for $p \in P$ then the complexification of $\mathfrak{w}$ contains a vector belonging to the lowest weight of the representation $g \rightarrow \operatorname{Ad}\left(g^{-1}\right)$ of $G$ on $\mathfrak{g}_{i}$. Since this vector is unique $\mathfrak{n}^{c} \cap \mathfrak{g}_{i} \subseteq \mathfrak{n}_{\beta_{i}}$ for some $\beta_{i}$ in $Q$. The lowest weight is the negative of a dominant integral function; so $\beta_{i}=\sum_{j=1}^{p} b_{i}^{j} \alpha_{, j}$ with $b_{i}^{j} \geqslant 0$. Thus there is a constant $\nu^{\prime}$ such that, for all $\gamma$ in $\Gamma$,

$$
\min _{i \leqslant j \leqslant p} \xi_{\alpha, j}(a(\gamma)) \leqslant \nu^{\prime}
$$

In any case Lemma 2.8 is now proved for percuspidal subgroups of rank one.

If $G_{0}$ is a maximal compact normal subgroup of $G$ then in the proof of the lemma $G$ may be replaced by $G_{0} \backslash G$ and $\Gamma$ by $G_{0} \backslash \Gamma G_{0}$. In other words it may be supposed that $G$ has no compact normal subgroup. Let $Z$ be the centre of $G$. If we could show that $\Gamma \cap Z \backslash Z$ was compact we could replace $G$ by $Z \backslash G$ and $\Gamma$ by $Z \backslash \Gamma Z$ and assume that $G$ has no centre. We will show by induction on the dimension of $G$ that if $\Gamma \backslash G$ has finite volume then $\Gamma \cap Z \backslash Z$ is compact. This is certainly true if $G$ is abelian and, in particular, if the dimension of $G$ is one. Suppose then that $G$ is not abelian and of dimension larger than one. Because of our assumptions the group $G$ has a finite covering which is a product of simple groups. We may as well replace $G$ by this group and $\Gamma$ by its inverse image in this group. Let $G=\prod_{i=1}^{n} G_{i}$ where $G_{i}$ is simple for $1 \leqslant i \leqslant r \leqslant n$. We may as well assume that $G_{i}$ is abelian for some $i$. Choose $\delta$ in $\Gamma$ but not in $Z$. It follows from Corollary 4.4 in [1] that the centralizer of $\delta$ in $\Gamma$ is not of finite index in $\Gamma$ and hence that for some $\gamma$ in $\Gamma, \delta^{-1} \gamma^{-1} \delta \gamma=\varepsilon$ does not lie in the centre of $G$. Let $\varepsilon=\prod_{i=1}^{n} \varepsilon_{i}$ and suppose that $\varepsilon_{i}$ does not lie in the centre of $G_{i}$ for $1 \leqslant i \leqslant m$ where $1 \leqslant m<n$. It follows as in [20] that the projection of $\Gamma$ on $G^{\prime}=\prod_{i=1}^{m} G_{i}$ is discrete and that the volume of $\Gamma \cap G^{\prime \prime} \backslash G^{\prime \prime}$ is finite if $G^{\prime \prime}=\prod_{i=m+1}^{n} G_{i}$. Since $G^{\prime \prime}$ contains a subgroup of $Z$ which is of finite index in $Z$ and otherwise satisfies the same conditions as $G$ the proof may be completed by induction.

If $G$ has no centre and no compact normal subgroup $\Gamma$ is said to be reducible if there are two non-trivial closed normal subgroups $G_{1}$ and $G_{2}$ such that $G_{1} \cap G_{2}=\{1\}, G=G_{1} G_{2}$, and $\Gamma$ is commensurable with the product of $\Gamma_{1}=\Gamma \cap G_{1}$ and $\Gamma_{2}=\Gamma \cap G_{2}$. The group $\Gamma$ is irreducible when it is not reducible. Since if one of a pair of commensurable groups satisfies the basic assumption so does the other, it may be supposed when $\Gamma$ is reducible that it is the product of $\Gamma_{1}$ and $\Gamma_{2}$. If we show that $\Gamma_{1}$ and $\Gamma_{2}$ satisfy the basic assumption we need only prove the lemma for irreducible groups. If ${ }^{*} P$ is a cuspidal subgroup for $\Gamma$ then ${ }^{*} P={ }^{*} P_{1}{ }^{*} P_{2}$ with ${ }^{*} P_{i}={ }^{*} P \cap G_{i}$ and ${ }^{*} N={ }^{*} N_{1}{ }^{*} N_{2}$ with ${ }^{*} N_{i}={ }^{*} N \cap G_{i}$. Since $\Gamma \cap{ }^{*} N \backslash{ }^{*} N$ is thus the product of $\Gamma \cap{ }^{*} N_{1} \backslash{ }^{*} N_{1}$ and $\Gamma \cap{ }^{*} N_{2} \backslash{ }^{*} N_{2}$ both factors are compact. Moreover if ${ }^{*} S_{i}={ }^{*} S \cap G_{i}$ then $\Gamma_{i} \cap{ }^{*} P_{i} \subseteq{ }^{*} S_{i}$ and $\Gamma \cap{ }^{*} P \subseteq{ }^{*} S_{1}{ }^{*} S_{2}$. If ${ }^{*} A$ is a split component of ( ${ }^{*} P,{ }^{*} S$ ) and ${ }^{*} A_{i}$ is the projection of ${ }^{*} A$ on $G_{i}$ then ${ }^{*} A_{1}{ }^{*} A_{2}$ is a split component of ${ }^{*} P$ and determines the split parabolic subgroup ( ${ }^{*} P,{ }^{*} S_{1}{ }^{*} S_{2}$ ). Since the measure of $\Gamma \cap{ }^{*} S_{1}{ }^{*} S_{2} \backslash{ }^{*} S_{1}{ }^{*} S_{2}$ is clearly finite Lemma 2.7 implies that ${ }^{*} S={ }^{*} S_{1}{ }^{*} S_{2}$. It follows readily that $\left({ }^{*} P_{i},{ }^{*} S_{i}\right)$ is a cuspidal subgroup for $\Gamma_{i}, i=1,2$. Once this is known it is easy to convince oneself that $\Gamma_{i}, i=1,2$, satisfies the basic assumption.

To make use of the condition that $\Gamma$ is irreducible another lemma is necessary.
Lemma 2.9. Suppose $\Gamma$ is irreducible. If $P$ is a cuspidal subgroup of $\Gamma$ and $\alpha_{, 1}, \ldots, \alpha_{, q}$ are the linear functions on $\mathfrak{a}$ dual to the simple roots then $\left\langle\alpha_{, i}, \alpha_{, j}\right\rangle>0$ for all $i$ and $j$.

To prove this it is necessary to show that if the first alternative of Lemma 2.6 obtains then $\Gamma$ is reducible. Let $F_{1}$ and $F_{2}$ be the two subsets of that lemma and let $P_{1}$ and $P_{2}$ be the two cuspidal subgroups determined by them. We will show in a moment that $\mathfrak{n}$ is the Lie algebra generated by $\sum_{i=1}^{q} \mathfrak{n}_{a_{i}}$, and that if $i \in F_{1}, j \in F_{2}$ then $\left[\mathfrak{n}_{\alpha_{i},}, \mathfrak{n}_{\alpha_{j}}\right]=0$. Thus $\mathfrak{n}=\mathfrak{n}_{1} \oplus \mathfrak{n}_{2}$ if $\mathfrak{n}_{i}$ is the algebra generated by $\sum_{j \notin F_{i}} \mathfrak{n}_{\alpha_{j}}$. Moreover $\mathfrak{n}_{i}$ is the maximal normal subalgebra of $\mathfrak{p}_{i} \cap \mathfrak{g}^{s}$ containing only elements whose adjoints are nilpotent. The centralizer of $\mathfrak{a}_{1}$ is a fully reducible subalgebra of $\mathfrak{g}$ and lies in the normalizer of $\mathfrak{n}_{1}$. The kernel of the representation of this algebra on $\mathfrak{n}_{1}$ is a fully reducible subalgebra $\mathfrak{g}_{2}$. The normalizer $\mathfrak{g}^{\prime}$ of $\mathfrak{g}_{2}$ is the sum of a fully reducible subalgebra $\mathfrak{g}_{1}$ and $\mathfrak{g}_{2} ; \mathfrak{g}^{\prime}$ contains $\mathfrak{n}_{1}$ in the centralizer of $\mathfrak{a}_{1}$ and thus contains $\mathfrak{p}_{1}$. Since $\mathfrak{p}_{1}$ is parabolic $\mathfrak{g}^{\prime}=\mathfrak{g}$. Since $\mathfrak{g}_{2}$ contains $\mathfrak{n}_{2}$ and $\Gamma \cap N_{i} \neq\{1\}$ for $i=1,2$ it follows from Theorem 1' of [20] that $\Gamma$ is reducible.

To begin the proof of the first of the above assertions we show that if $\alpha$ is in $Q$ then $\left\langle\alpha, \alpha_{j},\right\rangle>0$ for some $j$. If this were not so then, since $\alpha=\sum_{j=1}^{q} m_{j} \alpha_{j,}$,

$$
0<\langle\alpha, \alpha\rangle=\sum_{j=1}^{q} m_{j}\left\langle\alpha_{j}, \alpha\right\rangle \leqslant 0
$$

Choose a Cartan subalgebra $\mathfrak{j}$ of $\mathfrak{g}$ containing $\mathfrak{a}$ and choose an order as before on the real linear functions on $\mathfrak{j}_{c}$. If $\alpha^{\prime}$ is a positive root and the restriction $\alpha$ of $\alpha^{\prime}$ to $\mathfrak{a}$ is neither zero nor $\alpha_{i,}, 1 \leqslant i \leqslant q$, then for some $j$ there is a $\beta^{\prime}$ in $Q_{\alpha_{j},}^{\prime}$, such that $\alpha^{\prime}-\beta^{\prime}$ is a positive root. Indeed if this were not so then, since $\beta^{\prime}-\alpha^{\prime}$ is not a root for any such $\beta^{\prime}$, we would have $\left(\alpha^{\prime}, \beta^{\prime}\right) \leqslant 0$. Consequently,

$$
\left\langle\alpha, \alpha_{i,}\right\rangle \leqslant 0, \quad 1 \leqslant i \leqslant q,
$$

which is impossible. Let $\mathfrak{n}^{\prime}$ be the algebra generated by $\sum_{j=1}^{q} \mathfrak{n}_{\alpha_{j}}$; it is enough to show that $\mathfrak{n}_{c}^{\prime}$, the complexification of $\mathfrak{n}^{\prime}$, equals $\mathfrak{n}_{c}$. We suppose that this is not so and derive a contradiction. Order the elements of $Q$ lexicographically according to the basis $\left\{\alpha_{1,}, \ldots, \alpha_{q},\right\}$ and let $\alpha$ be a minimal element for which there is a root $\alpha^{\prime}$ in $Q_{\alpha}^{\prime}$ such that $X_{\alpha^{\prime}}$, a root vector belonging to $\alpha^{\prime}$, is not in $\mathfrak{n}_{c}^{\prime}$. Choose a $j$ and a $\beta^{\prime}$ in $Q_{\alpha_{j},}^{\prime}$, so that $\alpha^{\prime}-\beta^{\prime}$ is a root. The root vectors of $X_{\alpha^{\prime}}$ and $X_{\alpha^{\prime}-\beta^{\prime}}$ both belong to $\mathfrak{n}_{c}^{\prime}$ and thus $X_{\alpha^{\prime}}$ which is a complex multiple of $\left[X_{\beta^{\prime}}, X_{\alpha^{\prime}-\beta^{\prime}}\right]$ does also. As for the second assertion we observe that if

$$
i \in F_{1}, \quad j \in F_{2}
$$

and

$$
\alpha^{\prime} \in Q_{\alpha_{i},}^{\prime}, \quad \beta^{\prime} \in Q_{\alpha_{j},}^{\prime},
$$

then $\alpha^{\prime}-\beta^{\prime}$ is neither a root nor zero. Moreover

$$
0=\sum_{\beta^{\prime} \in Q_{\alpha_{j},}^{\prime}}\left(\alpha^{\prime}, \beta^{\prime}\right) .
$$

So each term is zero and for no $\beta^{\prime}$ in $Q_{\alpha_{j},}^{\prime}$ is $\alpha^{\prime}+\beta^{\prime}$ a root. This shows that

$$
\left[\mathfrak{n}_{\alpha_{i},}, \mathfrak{n}_{\alpha_{j}}\right]=0
$$

Suppose that $\Gamma$ is irreducible and that the assertion of Lemma 2.8 is not true for the percuspidal subgroup $P$. There is a sequence $\left\{\gamma_{j}\right\} \subseteq \Gamma$ and a $k, 1 \leqslant k \leqslant p$, such that

$$
\lim _{j \rightarrow \infty} \xi_{\alpha, k}\left(a\left(\gamma_{j}\right)\right)=\infty
$$

It may be supposed that $k=1$. Let * $P$ be the cuspidal subgroup belonging to $P$ determined by $\left\{\alpha_{i}, \mid i \neq 1\right\}$. Let $\gamma_{j}=n_{j} a_{j} m_{j} k_{j}$ with $n_{j}$ in ${ }^{*} N, a_{j}$ in ${ }^{*} A, m_{j}$ in ${ }^{*} M$, and $k_{j}$ in $K$. Replacing $\gamma_{j}$ by $\delta_{j} \gamma_{j}$ with $\delta_{j} \in{ }^{*} \Delta=\Gamma \cap{ }^{*} S$ and choosing a subsequence if necessary we may assume that $\left\{n_{j}\right\}$ belongs to a fixed compact set and that $\left\{m_{j}\right\}$ belongs to a given Siegel domain associated to the percuspidal subgroup ${ }^{\dagger} P^{\prime}={ }^{*} N \backslash P^{\prime} \cap{ }^{*} S$ of ${ }^{*} M$, where $P^{\prime}$ is a percuspidal subgroup of $G$ to which ${ }^{*} P$ belongs. If ${ }^{\dagger} A^{\prime}$ is the split component of ${ }^{\dagger} P^{\prime}$ and $A^{\prime}=A$ is the split component of $P^{\prime}$ then $a^{\prime}\left(\gamma_{j}\right)=a_{j}^{\dagger} a^{\prime}\left(m_{j}\right)$. There is a constant $c$ such that

$$
\xi_{\alpha, i}\left(a^{\prime}\left(\gamma_{j}\right)\right) \geqslant c \xi_{\alpha, i}\left(a_{j}\right)
$$

This follows immediately if $i=1$ since

$$
\xi_{\alpha, 1}\left(a^{\prime}\left(\gamma_{j}\right)\right)=\xi_{\alpha, 1}\left(a^{\prime}\right)
$$

and from Lemma 2.5 if $i>1$. Since

$$
\left\langle\alpha_{, i}, \alpha_{, 1}\right\rangle>0, \quad 1 \leqslant i \leqslant q
$$

there is a positive constant $r$ such that

$$
{ }^{\dagger} \xi_{\alpha, i}^{r}\left(a_{j}\right) \geqslant \xi_{\alpha, 1}\left(a_{j}\right)
$$

However

$$
\xi_{\alpha, 1}\left(a_{j}\right)=\xi_{\alpha, 1}\left(a\left(\gamma_{j}\right)\right) ;
$$

so

$$
\lim _{j \rightarrow \infty} \xi_{\alpha, i}\left(a^{\prime}\left(\gamma_{j}\right)\right)=\infty, \quad 1 \leqslant i \leqslant p
$$

which we know to be impossible.
The next lemma is a simple variant of a well known fact but it is best to give a proof since it is basic to this paper. Suppose $P$ is a parabolic with split component $\mathfrak{a}$. Let $\mathfrak{j}$ be a Cartan subalgebra such that $\mathfrak{a} \subseteq \mathfrak{j} \subseteq \mathfrak{p}$ and choose an order on the real linear functions on $\mathfrak{j}_{c}$ as before. Let $\alpha_{, 1}, \ldots, \alpha_{, q}$ be the linear functions on $\mathfrak{a}$ dual to the simple roots and let $\bar{\alpha}_{, i}$ be the linear function on $\mathfrak{j}$ which agrees with $\alpha_{, i}$ on $\mathfrak{a}$ and is zero on the orthogonal complement of $\mathfrak{a}$. There is a negative number $d_{i}$ such that $d_{i} \bar{\alpha}_{, i}$ is the lowest weight of a representation $\rho_{i}$ of $G_{0}$, the connected component of $G$, acting on the complex vector space $V_{i}$ to the right.

Lemma 2.10. If $\lambda$ is a linear function on $\mathfrak{a}$ such that there is a non-zero vector $v$ in $V_{i}$ with $v \rho_{i}(a)=\xi_{\lambda}(a)$ for all a in $A$ then

$$
\lambda=d_{i} \alpha_{, i}+\sum_{j=1}^{q} n_{j} \alpha_{j,}
$$

with $n_{j} \geqslant 0,1 \leqslant j \leqslant q$. Moreover if $v_{i}$ is a non-zero vector belonging to the lowest weight then

$$
\left\{g \in G_{0} \mid v_{i} \rho_{i}(g)=\mu v_{i} \text { with } \mu \in \mathbf{C}\right\}
$$

is the intersection with $G_{0}$ of the split parabolic subgroup $P_{i}$ determined by $\left\{\alpha_{j}, \mid j \neq i\right\}$.
Let

$$
\mathfrak{a}_{i}=\left\{H \in \mathfrak{a} \mid \alpha_{j,}(H), j \neq i\right\}
$$

and let $Q_{i}^{\prime}$ be the set of positive roots of $\mathfrak{a}$ which do not vanish on $\mathfrak{a}_{i}$. Set

$$
\mathfrak{n}_{i}^{-}=\sum_{\alpha \in Q_{i}^{\prime}} \mathfrak{n}_{\alpha}^{\prime}
$$

then

$$
\mathfrak{g}=\mathfrak{n}_{i}^{-}+\mathfrak{a}_{i}+\mathfrak{m}_{i}+\mathfrak{n}_{i} .
$$

Let

$$
V_{i}^{\prime}=\left\{v \mid v \rho_{i}(X)=0 \text { for } X \in \mathfrak{n}_{i}\right\} .
$$

If $W$ is a subspace of $V_{i}^{\prime}$ invariant and irreducible under $\mathfrak{a}_{i}+\mathfrak{m}_{i}$ then the vector belonging to the lowest weight of the representation of $\mathfrak{a}_{i}+\mathfrak{m}_{i}$ on $W$ must be a multiple of $v_{i}$ and the lowest weight must be $d_{i} \bar{\alpha}_{, i}$. Consequently $V_{i}^{\prime}$ is the set of multiples of $v_{i}$. Let $V_{i}^{(n)}$ be the linear space spanned by

$$
\left\{v_{i} \rho_{i}\left(X_{1}\right) \cdots \rho_{i}\left(X_{k}\right) \mid X_{j} \in \mathfrak{g} \text { and } k \leqslant n\right\}
$$

and let ${ }^{(n)} V_{i}$ be the linear space spanned by

$$
\left\{v_{i} \rho_{i}\left(X_{1}\right) \cdots \rho_{i}\left(X_{k}\right) \mid X_{j} \in \mathfrak{n}_{i}^{-} \text {and } k \leqslant n\right\} .
$$

We show by induction that $V_{i}^{(n)} \subseteq{ }^{(n)} V_{i}$. This is certainly true for $n=1$ since $k$ may be zero. If $X_{1}, \ldots, X_{n-1}$ belong to $\mathfrak{n}_{i}^{-}$and $X_{n}$ belongs to $\mathfrak{g}$ then

$$
v_{i} \rho_{i}\left(X_{1}\right) \cdots \rho_{i}\left(X_{n}\right)
$$

is equal to

$$
v_{i} \rho_{i}\left(X_{1}\right) \cdots \rho_{i}\left(X_{n-2}\right) \rho_{i}\left(\left[X_{n-1}, X_{n}\right]\right)+v_{i} \rho_{i}\left(X_{1}\right) \cdots \rho_{i}\left(X_{n-2}\right) \rho_{i}\left(X_{n}\right) \rho_{i}\left(X_{n-1}\right)
$$

Applying induction to the two terms on the right we are finished. The first assertion of the lemma follows immediately. Let

$$
P_{i}^{\prime}=\left\{g \in G_{0} \mid v_{i} \rho_{i}(g)=\mu v_{i} \text { with } \mu \in \mathbf{C}\right\}
$$

The intersection of $P_{i}$ with $G_{0}$ is just the normalizer of $\mathfrak{n}_{i}$ in $G_{0}$. Thus it leaves $V_{i}^{\prime}$ invariant and is contained in $P_{i}^{\prime}$. To complete the proof we need only show that $\mathfrak{p}_{i}^{\prime}$ is contained in $\mathfrak{p}_{i}$. If $\mathfrak{m}_{i}^{\prime}$ is a maximal fully reducible subalgebra of $\mathfrak{p}_{i}^{\prime}$ containing $\mathfrak{a}_{i}+\mathfrak{m}_{i}$ then $\left\{X \in \mathfrak{m}_{i}^{\prime} \mid v_{i} \rho_{i}(X)=0\right\}$ is a normal subalgebra of $\mathfrak{m}_{i}^{\prime}$ and its orthogonal complement in $\mathfrak{m}_{i}^{\prime}$ with respect to the Killing form lies in $\mathfrak{a}_{i}+\mathfrak{m}_{i}$ because it commutes with $\mathfrak{a}_{i}$. Thus its orthogonal complement is $\mathfrak{a}_{i}$ and $\left[\mathfrak{a}_{i}, \mathfrak{m}_{i}^{\prime}\right]=0$; so $\mathfrak{m}_{i}^{\prime}=\mathfrak{a}+\mathfrak{m}_{i}$. Let $\mathfrak{n}_{i}^{\prime}$ be a maximal normal subalgebra of $\mathfrak{p}_{i}^{\prime}$ such that ad $X$ is a nilpotent for all $X$ in $\mathfrak{n}_{i}^{\prime}$. Then $\mathfrak{n}_{i}^{\prime}$ is contained in $\mathfrak{n}_{i}$ and $\mathfrak{p}_{i}^{\prime}=\mathfrak{m}_{i}^{\prime}+\mathfrak{n}_{i}^{\prime}$. It follows that $\mathfrak{p}_{i}^{\prime}=\mathfrak{p}_{i}$.

Before stating the next lemma we make some comments on the normalization of Haar measures. We suppose that the Haar measure on $G$ is given. The Haar measure on $K$ will be so normalized that the total volume of $K$ is one. If $P$ is a cuspidal subgroup the left-invariant Haar measure on $P$ will be so normalized that

$$
\int_{G} \phi(g) d g=\int_{P} \int_{K} \phi(p k) d p d k .
$$

Let $\rho$ be one-half the sum of the elements of $Q$ and if $a=\exp H$ belongs to $A$ let $\omega(a)=$ $\exp (-\rho(H))$. Let $d H$ be the Lebesgue measure $\mathfrak{a}$ normalized so that the measure of a unit cube is one and let $d a$ be the Haar measure on $A$ such that $d(\exp H)=d H$. Choose, as is possible, a Haar measure on $S$ so that

$$
\int_{P} \phi(p) d p=\int_{S} \int_{A} \phi(s a) \omega^{2}(a) d s d a .
$$

Choose the invariant measure on $\Gamma \cap N \backslash N$ so that the volume of $\Gamma \cap N \backslash N$ is one and choose the Haar measure on $N$ so that

$$
\int_{N} \phi(n) d n=\int_{\Gamma \cap N \backslash N} \sum_{\delta \in \Gamma \cap N} \phi(\delta n) d n .
$$

Finally choose the Haar measure on $M$ so that

$$
\int_{S} \phi(s) d s=\int_{N} \int_{M} \phi(n m) d n d m
$$

Lemma 2.11. Let $P$ be a percuspidal subgroup and $\omega$ a compact subset of $S$. There are constants $c$ and $r$ such that for any $t \leqslant 1$ and any $g$ in $G$ the intersection of $\Gamma g$ and the Siegel domain $\mathfrak{S}(\omega, t)$ associated to $\mathfrak{p}$ has at most $c^{-r}$ elements.

It is easy to convince oneself that it is enough to prove the lemma when $G$ is connected. In this case the representations $\rho_{i}$ introduced before Lemma 2.10 are representations of $G$. Choose a norm on $V_{i}$ so that $\rho_{i}(k)$ is unitary for all $k$ in $K$. If $g=s a(g) k$ then

$$
v_{i} \rho_{i}(g)=\xi_{\alpha, i}^{d_{i}}(a(g)) v_{i} \rho_{i}(k),
$$

so that

$$
\left\|v_{i} \rho_{i}(g)\right\|=\xi_{\alpha_{i}}^{d_{i}}(a(g))\left\|v_{i}\right\| .
$$

If $T$ is a linear transformation then $\|T\|$ denotes as usual the norm of $T$. Choosing a basis of $v_{i j}, 1 \leqslant j \leqslant n_{i}$, for $V_{i}$ such that

$$
v_{i j} \rho_{i}(a)=\xi_{\lambda_{i j}}(a) v_{i j}
$$

for all $a$ in $A$, we see that there is a constant $c_{1}$ such that, for all $v$ in $V_{i}$ and all $a$ in $A$,

$$
\left\|v \rho_{i}(a)\right\| \geqslant c_{1}\left(\min _{1 \leqslant j \leqslant n_{i}} \xi_{\lambda_{i j}}(a)\right)\|v\|
$$

Moreover, it follows from Lemma 2.10 that there is a constant $s$ such that, for all $a$ in $A^{+}(t, \infty)$,

$$
\min _{1 \leqslant j \leqslant n_{i}} \xi_{\lambda_{i j}}(a) \geqslant t^{s} \xi_{\alpha, i}^{d_{i}}(a) .
$$

Let $c_{2}$ be such that, for all $s$ in $\omega$ and all $v$ in $V_{i}$,

$$
\left\|v \rho_{i}(s)\right\| \geqslant c_{2}\|v\|
$$

Suppose $g$ and $g^{\prime}=\gamma g$, with $\gamma$ in $\Gamma$, both belong to $\mathfrak{S}(\omega, t)$. Certainly

$$
\left\|v_{i} \rho\left(g^{\prime}\right)\right\|=\xi_{\alpha_{, i}}^{d_{i}}\left(a\left(g^{\prime}\right)\right)\left\|v_{i}\right\|
$$

On the other hand

$$
\left\|v_{i} \rho_{i}(\gamma g)\right\| \geqslant c_{1} c_{2} t^{s} \xi_{\alpha, i}^{d_{i}}(a(g))\left\|v_{i} \rho_{i}(\gamma)\right\|
$$

and

$$
\left\|v_{i} \rho_{i}(\gamma)\right\|=\xi_{\alpha, i}^{d_{i}}(a(\gamma))\left\|v_{i}\right\| .
$$

It follows from Lemma 2.8 that there are constants $c_{3}$ and $c_{4}$ and $s_{1}$ such that

$$
\xi_{\alpha, i}\left(a\left(g^{\prime}\right)\right) \leqslant c_{3} t^{s_{1}} \xi_{\alpha, i}(a(\gamma)) \xi_{\alpha_{, i}}(a(g)) \leqslant c_{4} t^{s_{1}} \xi_{\alpha_{, i}}(a(g))
$$

Since $g=\gamma^{-1} g^{\prime}$, the argument may be reversed. Thus there are constants $c_{5}, c_{6}$, and $s_{2}$ such that

$$
c_{5}>\xi_{\alpha, i}(a(\gamma))>c_{6} t^{s_{2}}, \quad 1 \leqslant i \leqslant p
$$

Let us estimate the order of

$$
U(t)=\left\{\gamma=s a k \mid s \in \omega_{1}, a \in{ }^{+} A\left(c_{6} t^{s_{2}}, c_{5}\right), k \in K\right\}
$$

with $\omega_{1}$ a compact subset of $S$. There are certainly constants $b_{1}, b_{2}$ and $r_{1}, r_{2}$ such that ${ }^{+} A\left(c_{6} t^{s_{2}}, c_{5}\right)$ is contained in $A^{+}\left(b_{1} t^{r_{1}}, b_{2} t^{r_{2}}\right)$. Choose a conditionally compact open set in $G$ such that $\gamma_{1} U \cap \gamma_{2} U \neq \varnothing$ implies $\gamma_{1}=\gamma_{2}$; then $b_{1}$ can be so chosen that $\gamma \in U(t)$ implies

$$
\gamma U \in \omega_{2}(t) A^{+}\left(b_{1} t^{r_{1}}, b_{2} t^{r_{2}}\right) K
$$

where

$$
\omega_{2}(t)=\left\{s_{1} a s_{2} a^{-1} \mid s_{1} \in \omega_{1}, s_{2} \in \omega_{2}, a \in A^{+}\left(b_{1} t^{r_{1}}, b_{2} t^{r_{2}}\right)\right\}
$$

and $\omega_{2}$ is the projection of $K U$ on $S$. Consequently the order of $U(t)$ is at most a constant times the product of

$$
\int_{A^{+}\left(b_{1} t^{r_{1}}, b_{2} t^{r_{2}}\right)} \omega^{2}(a) d a
$$

and the volume of $\omega_{2}(t)$. A simple calculation, which will not be given here, now shows that the order of $U(t)$ is bounded by a constant times a power of $t$. If it can be shown that for each $g$ in $\mathfrak{S}(\omega, t)$ and each $\gamma$ in $\Gamma$ the number of elements $\delta$ in $\Delta=\Gamma \cap P$ such that $\delta \gamma g$ belongs to $\mathfrak{S}(\omega, t)$ is bounded by a constant independent of $t, \gamma$, and $g$ then the lemma will be proved. If $\gamma g=s a k$ then $\delta s$ must be in $\omega$. If there is no such $\delta$ the assertion is true; if there is one, say $\delta_{0}$, then any other $\delta$ equals $\delta^{\prime} \delta_{0}$ with $\delta^{\prime} \omega \cap \omega \neq \varnothing$.

Corollary. Let $P_{1}$ and $P_{2}$ be percuspidal subgroups and let ${ }^{*} P$ be a cuspidal subgroup belonging to $P_{2}$. Let $\mathfrak{S}_{1}$ be a Siegel domain associated to $P_{2}$, let ${ }^{\dagger} \mathfrak{S}_{2}$ be a Siegel domain associated to ${ }^{\dagger} P_{2}={ }^{*} N \backslash P_{2} \cap{ }^{*} S$, let $\omega$ be a compact subset of ${ }^{*} N$, and let $b$, $s$, and $t$ be positive numbers. Let ${ }^{\dagger} \mathfrak{a}_{2}$ be the split component of ${ }^{\dagger} P_{2}$. There is a constant $r$, which depends only on $G$ and $s$, and $a$ constant $c$ such that if $g \in \mathfrak{S}_{1}, \gamma \in \Gamma$, and $\gamma g=n a m k$ with $n$ in $\omega$, a in ${ }^{*} A^{+}(t, \infty)$, $m$ in ${ }^{\dagger} \mathfrak{S}_{2}, k$ in $K$, and $\eta(a) \leqslant b \eta^{s}\left({ }^{\dagger} a_{s}(m)\right)$ then

$$
\eta\left(a_{1}(g)\right) \leqslant c \eta^{r}\left({ }^{\dagger} a_{2}(m)\right)
$$

Moreover if ${ }^{*} P=G$ the constant $r$ can be taken to be 1.
If $\alpha_{1}, \ldots, \alpha_{p}$, are the simple roots of $\mathfrak{a}_{1}$, then

$$
\eta\left(a_{1}(g)\right)=\sup _{1 \leqslant i \leqslant p} \xi_{\alpha_{i},}\left(a_{1}(g)\right) ;
$$

similarly, if $\beta_{1}, \ldots, \beta_{q}$, are the simple roots of ${ }^{\dagger} \mathfrak{a}_{2}$,

$$
\eta\left({ }^{\dagger} a_{2}(m)\right)=\sup _{1 \leqslant i \leqslant q} \xi_{\beta_{i},}\left({ }^{\dagger} a_{2}(m)\right) .
$$

Suppose that

$$
\mu \leqslant \xi_{\beta_{i},}\left({ }^{\dagger} a_{2}(m)\right), \quad 1 \leqslant i \leqslant q
$$

for all $m$ in ${ }^{\dagger} \mathfrak{S}$. If $m$ is given as in the lemma, let $M=\eta\left({ }^{\dagger} a_{2}(m)\right)$; then

$$
\log \mu \leqslant \xi_{\beta_{i},}\left({ }^{\dagger} a_{2}(m)\right) \leqslant \log M, \quad 1 \leqslant i \leqslant q
$$

Since

$$
\log t \leqslant \log \xi_{\alpha_{i},}(a) \leqslant \log b+s \log M
$$

and since $a_{2}(\gamma g)=a^{\dagger} a_{2}(m)$ there is a constant $r_{1}$, which depends only on $G$ and $s$, and a constant $r_{2}$ such that

$$
\left|\log \xi_{\alpha_{i},}\left(a_{2}(\gamma g)\right)\right| \leqslant r_{1} \log M+r_{2}, \quad 1 \leqslant i \leqslant p
$$

In particular there is a constant $r_{3}$, which depends only on $G$ and $s$, and two positive constants $c_{1}$ and $c_{2}$ such that

$$
\xi_{\alpha_{i},}\left(a_{2}(\gamma g)\right) \geqslant c_{1} M^{-r_{3}}
$$

and

$$
\xi_{\alpha, i}\left(a_{2}(\gamma g)\right) \leqslant c_{2} M^{r_{3}}
$$

for $1 \leqslant i \leqslant p$. Choose $u$ so that $u P_{2} u^{-1}=P_{1}$; then $a_{1}\left(u \gamma g u^{-1}\right)=a_{2}(\gamma g)$. Let $v_{i}$ have the same significance as above except that the group $P$ is replaced by $P_{1}$. Then there is a constant $r_{4}$, which depends only on $G$ and $s$, and a constant $c_{3}$ such that

$$
\xi_{\alpha_{, i}}^{d_{i}}\left(a_{1}(g)\right)\left\|v_{i}\right\|=\left\|v_{i} \rho_{i}\left(\gamma^{-1} u^{-1}\left(u \gamma g u^{-1}\right) u\right)\right\| \geqslant c_{3} M^{r_{4}} \xi_{\alpha, i}^{d_{i}}\left(a_{2}(\gamma g)\right)\left\|v_{i}\right\|
$$

Thus there is a constant $r_{5}$, which depends only on $G$ and $s$, and a constant $c_{4}$ such that

$$
\xi_{\alpha, i}\left(a_{1}(g)\right) \leqslant c_{4} M^{r_{5}}
$$

Appealing to Lemma 2.4 we see that $\xi_{\alpha, i}\left(a_{1}(g)\right)$ is bounded away from zero for $1 \leqslant i \leqslant p$. Since $\log \xi_{\alpha_{j},}\left(a_{1}(g)\right)$ is a linear combination of $\log \xi_{\alpha_{, i}}\left(a_{1}(g)\right), 1 \leqslant i \leqslant p$ the first assertion of the lemma is proved.

To complete the proof of the lemma we have to show that if $\mathfrak{S}_{1}$ and $\mathfrak{S}_{2}$ are Siegel domains associated to $P_{1}$ and $P_{2}$ respectively then there is a constant $c$ such that if $g$ belongs to $\mathfrak{S}_{1}$ and $\gamma g$ belongs to $\mathfrak{S}_{2}$ then

$$
\eta\left(a_{1}(g)\right) \leqslant c \eta\left(a_{2}(\gamma g)\right)
$$

Using Lemma 2.10 as above we see that $\xi_{\alpha, i}\left(a_{1}(g) a_{2}^{-1}(\gamma g)\right)$ is bounded away from zero and infinity for $1 \leqslant i \leqslant p$. Thus $\xi_{\alpha_{i},}\left(a_{1}(g) a_{2}^{-1}(\gamma g)\right)$ must be also.

The next lemma will not be needed until Section 5 .
Lemma 2.12. Suppose $P$ and $P^{\prime}$ are two percuspidal subgroups and $\mathfrak{S}$ and $\mathfrak{S}^{\prime}$ are associated Siegel domains. Let $F$ and $F^{\prime}$ be two subsets, with the same number of elements, of the set of simple roots of $\mathfrak{h}$ and let *P and *P' be the cuspidal subgroups belonging to $P$ and $P^{\prime}$ respectively determined by $F$ and $F^{\prime}$. If $0 \leqslant b<1$ there are constants $t$ and $t^{\prime}$ such that if $g$ belongs to $\mathfrak{S}$ and $\xi_{\alpha}(a(g))>t$ when $\alpha$ does not belong to $F$ and $\xi_{\alpha}^{b}(a(g))>\xi_{\beta}(a(g))$ when $\beta$ belongs to $F$ and $\alpha$ does not, if $g^{\prime}$ belongs to $\mathfrak{S}^{\prime}$ and satisfies the corresponding conditions, and if $\gamma$ belongs to $F$ and $\gamma g=g^{\prime}$ then $\gamma^{*} P \gamma^{-1}={ }^{*} P^{\prime}$. Moreover if $P=P^{\prime}$ and, for some $g$ in $G, g^{*} P g^{-1}={ }^{*} P^{\prime}$ and $g^{*} S g^{-1}={ }^{*} S^{\prime}$ then ${ }^{*} P={ }^{*} P^{\prime},{ }^{*} S={ }^{*} S^{\prime}$.

Suppose, for the moment, merely that $g$ belongs to $\mathfrak{S}, g^{\prime}$ belongs to $\mathfrak{S}^{\prime}$, and $\gamma g=g^{\prime}$. Choose $u$ so that $u \gamma$ belongs to $G_{0}$ and so that $u P^{\prime} u^{-1}=P$. Choosing $v_{i}$ in $V_{i}$ as above we see that

$$
\begin{aligned}
\xi_{\alpha, i}^{d_{i}}(a(g))\left\|v_{i}\right\| & =\xi_{\alpha, i}^{d_{i}}\left(a\left(\gamma^{-1} u^{-1}\right)\right)\left\|w_{i} \rho_{i}(u \gamma g)\right\| \\
& \geqslant c_{i} \xi_{\alpha, i}^{d_{i}}\left(a\left(\gamma^{-1} u^{-1}\right)\right) \xi_{\alpha_{, i}}^{d_{i}}\left(a^{\prime}\left(g^{\prime}\right)\right)\left\|v_{i}\right\|
\end{aligned}
$$

if $w_{i}$ is such that

$$
\xi_{\alpha, i}^{d_{i}}\left(a\left(\gamma^{-1} u^{-1}\right)\right) w_{i}=v_{i} \rho_{i}\left(\gamma^{-1} u^{-1}\right)
$$

Of course a similar inequality is valid if $g$ and $g^{\prime}$ are interchanged. Since $u$ may be supposed to lie in a finite set independent of $\gamma$ we conclude as before that $a^{-1}(g) a^{\prime}\left(g^{\prime}\right)$ lies in a compact set. Moreover, as in the proof of Lemma 2.11, $\gamma^{-1}$ must belong to one of a finite number of left-cosets of $\Delta$. Consequently $w_{i}, 1 \leqslant i \leqslant p$, must belong to a finite subset of $V_{i}$ and there must be a constant $c$ such that

$$
\left\|w_{i} \rho_{i}\left(u g^{\prime} u^{-1}\right)\right\| \leqslant c \xi_{\alpha, i}^{d_{i}}\left(a^{\prime}\left(g^{\prime}\right)\right)
$$

Moreover, it follows from the proof of Lemma 2.10 that there are positive constants $b$ and $r$ such that if $w_{i}$ is not a multiple of $v_{i}$ then

$$
\left\|w_{i} \rho_{i}\left(u g^{\prime} u^{-1}\right)\right\| \geqslant b \xi_{\alpha_{i},}^{d_{i}}\left(a^{\prime}\left(g^{\prime}\right)\right) \xi_{\alpha, i}^{d_{i}}\left(a^{\prime}\left(g^{\prime}\right)\right)
$$

Choose $t^{\prime}$ so large that $b t^{\prime}>c$ and choose $t$ in an analogous fashion. If $g$ and $g^{\prime}$ satisfy the conditions of the lemma then $\gamma^{-1} u^{-1}$ must belong to $\bigcap_{\alpha_{i}, \in F} P_{i}$, where $P_{i}$ is defined as in Lemma 2.10. It is easily seen that

$$
{ }^{*} P=\bigcap_{\alpha_{i}, \in F} P_{i}
$$

so $\gamma^{-1} u^{-1}$ belongs to ${ }^{*} P$. Index the system of simple roots so that

$$
\xi_{\alpha_{1},}\left(a^{\prime}\left(g^{\prime}\right)\right) \geqslant \xi_{\alpha_{2},}\left(a^{\prime}\left(g^{\prime}\right)\right) \geqslant \cdots \geqslant \xi_{\alpha_{p},}\left(a^{\prime}\left(g^{\prime}\right)\right)
$$

There is an integer $q$ such that $F^{\prime}=\left\{\alpha_{q+1}, \ldots, \alpha_{p}\right\}$. If $t^{\prime}$ is very large then

$$
\xi_{\alpha_{1},}(a(g))>\xi_{\alpha_{j},}(a(g))
$$

if $i \leqslant q<j$. Thus if $\beta_{1,}, \ldots, \beta_{p}$, is the system of simple roots indexed so that

$$
\xi_{\beta_{1},}(a(g)) \geqslant \xi_{\beta_{2},}(a(g)) \geqslant \cdots \geqslant \xi_{\beta_{p},}(a(g)),
$$

then

$$
\left\{\beta_{1}, \ldots, \beta_{q}\right\}=\left\{\alpha_{1}, \ldots, \alpha_{q}\right\}
$$

Since $\left\{\beta_{q+1}, \ldots, \beta_{p},\right\}=F$ the sets $F$ and $F^{\prime}$ are equal and $u^{*} P^{\prime} u^{-1}={ }^{*} P$. Then

$$
\gamma^{-1 *} P^{\prime} \gamma=\gamma^{-1} u^{-1 *} P u \gamma={ }^{*} P .
$$

To prove the second assertion we observe that $\left({ }^{*} P^{\prime},{ }^{*} S^{\prime}\right)$ belongs to

$$
(P, S) \quad \text { and to } \quad\left(g P g^{-1}, g S g^{-1}\right)
$$

We have proved while discussing the basic assumption that this implies that $g$ belongs to ${ }^{*} P^{\prime}$.
The next lemma will not be needed until Section 6 when we begin to prove the functional equations for the Eisenstein series in several variables. Let $P$ be a cuspidal subgroup of rank $q$ with $\mathfrak{a}$ as split component. A set $\left\{\beta_{1,}, \ldots, \beta_{q},\right\}$ of roots of $\mathfrak{a}$ is said to be a fundamental system if every other root can be written as a linear combination of $\beta_{1,}, \ldots, \beta_{q}$, with integral coefficients all of the same sign. It is clear that if $P_{1}$ and $P_{2}$ are two cuspidal subgroups, $g$ belongs to $G, \operatorname{Ad} g\left(\mathfrak{a}_{1}\right)=\mathfrak{a}_{2}$, and $B=\left\{\beta_{1}, \ldots, \beta_{q},\right\}$ is a fundamental system of roots for $\mathfrak{a}_{2}$, then

$$
g^{-1} B=\left\{\beta_{1}, \circ \operatorname{Ad} g, \ldots, \beta_{q}, \circ \operatorname{Ad} g\right\}
$$

is a fundamental system. The Weyl chamber $W_{B}$ associated to a fundamental system is

$$
\left\{H \in \mathfrak{a} \mid \beta_{i,}(H)>0,1 \leqslant i \leqslant q\right\},
$$

so that

$$
\operatorname{Ad}\left(g^{-1}\right) W_{B}=W_{g^{-1} B}
$$

It is clear that the Weyl chambers associated to two distinct fundamental systems are disjoint. The only fundamental system immediately at hand is the set of simple roots and the associated Weyl chamber is $\mathfrak{a}^{+}$. If $P_{1}$ and $P_{2}$ are as above we defined $\Omega\left(\mathfrak{a}_{1}, \mathfrak{a}_{2}\right)$ to be the set of all linear transformations from $\mathfrak{a}_{1}$ to $\mathfrak{a}_{2}$ obtained by restricting $\operatorname{Ad} g$ to $\mathfrak{a}_{1}$ if $g$ in $G$ is such that $\operatorname{Ad} g\left(\mathfrak{a}_{1}\right)=\mathfrak{a}_{2}$. The groups $P_{1}$ and $P_{2}$ are said to be associate if $\Omega\left(\mathfrak{a}_{1}, \mathfrak{a}_{2}\right)$ is not empty.

Suppose $P_{0}$ is a percuspidal subgroup and $P$ is a cuspidal subgroup belonging to $P_{0}$. Let $\left\{\alpha_{1}, \ldots, \alpha_{p}\right\}$ be the set of simple roots for $\mathfrak{h}$ and suppose that $P$ is determined by $\left\{\alpha_{q+1,}, \ldots, \alpha_{p}\right\}$. If $1 \leqslant j \leqslant q$ let ${ }^{*} P_{j}$ be the cuspidal subgroup determined by $\left\{\alpha_{j}, \alpha_{q+1}, \ldots, \alpha_{p}\right\}$. Suppose ${ }^{*} \mathfrak{a}_{j}$ is contained in $\mathfrak{a}$. To prove the next lemma it is necessary to know that for each $P$ and $j$ there is an element $g$ in ${ }^{*} M_{j}$ such that $\operatorname{Ad} g\left(\mathfrak{a} \cap{ }^{*} \mathfrak{m}_{j}\right)$ is the split component of a cuspidal subgroup which belongs to $P_{0} \cap{ }^{*} M_{j}$ and such that if $\alpha$ is the unique
simple root of $\mathfrak{a} \cap{ }^{*} \mathfrak{m}_{j}$ then $\alpha \circ \operatorname{Ad} g^{-1}$ is a negative root of $\operatorname{Ad} g\left(\mathfrak{a} \cap{ }^{*} \mathfrak{m}_{j}\right)$. Unfortunately the only apparent way to show this is to use the functional equations for the Eisenstein series. Since the lemma is used to prove some of these functional equations a certain amount of care is necessary. Namely if $q>1$ one needs only the functional equations of the Eisenstein series for the pairs $\left({ }^{*} \Theta_{j},{ }^{*} M_{j}\right)$ and since the percuspidal subgroups have rank less than those for $(\Gamma, G)$ one can assume them to be proved. On the other hand if $q=1$ the lemma is not used in the proof of the functional equations. In any case we will take this fact for granted and prove the lemma. Everyone will be able to resolve the difficulty for himself once he has finished the paper.
Lemma 2.13. Let $P_{0}$ be a percuspidal subgroup and let $F=\left\{P_{1}, \ldots, P_{r}\right\}$ be a complete family of associate cuspidal subgroups belonging to $P_{0}$. If $P$ belongs to $F$ and $E$ is the collection of fundamental systems of roots of $\mathfrak{a}$ then $\mathfrak{a}$ is the closure of $\bigcup_{B \in E} W_{B}$. If $B \in E$ then there is a unique $i, 1 \leqslant i \leqslant r$, and a unique $s$ in $\Omega\left(\mathfrak{a}_{i}, \mathfrak{a}\right)$ such that $s \mathfrak{a}_{i}^{+}=W_{B}$.

Suppose as before that $P$ is determined by $\left\{\alpha_{q+1,}, \ldots, \alpha_{p}\right\}$. If $1 \leqslant j \leqslant q$ let $g_{j}$ be one of the elements of ${ }^{*} M_{j}$ whose existence was posited above. Denote the restriction of $\operatorname{Ad} g_{j}$ to $\mathfrak{a}$ by $s_{j}$ and let $s_{j}(\mathfrak{a})=\mathfrak{b}_{j}$. Denote the restriction of $\alpha_{1,}, \ldots, \alpha_{q}$, to $\mathfrak{a}$ also by $\alpha_{1,}, \ldots, \alpha_{q}$. Then $\alpha_{j}, \circ s_{j}^{-1}$ restricted to $\mathfrak{b}_{j} \cap{ }^{*} \mathfrak{m}_{j}$ is the unique simple root. Thus the simple roots $\beta_{1,}, \ldots, \beta_{q}$, of $\mathfrak{b}_{j}$ can be so indexed that $\alpha_{j,} \circ s_{j}^{-1}=-\beta_{j}$, and $\alpha_{i,} \circ s_{j}^{-1}=\beta_{i,}+b_{i j} \beta_{j}$, with $b_{i j} \geqslant 0$ if $i \neq j$. More conveniently, $\beta_{j} \circ s_{j}=-\alpha_{j}$, and $\beta_{i}, \circ s_{j}=\alpha_{i}+b_{i j} \alpha_{j}$. To prove the first assertion it is enough to show that if $H_{0}$ belongs to $\mathfrak{a}$ and $\alpha\left(H_{0}\right) \neq 0$ for all roots $\alpha$ then there is some $i$ and some $s$ in $\Omega\left(\mathfrak{a}_{i}, \mathfrak{a}\right)$ such that $s^{-1}\left(H_{0}\right)$ belongs to $\mathfrak{a}_{i}^{+}$. There is a point $H_{1}$ in $\mathfrak{a}^{+}$such that the line through $H_{0}$ and $H_{1}$ intersects none of the sets

$$
\{H \in \mathfrak{a} \mid \alpha(H)=\beta(H)=0\}
$$

where $\alpha$ and $\beta$ are two linearly independent roots. If no such $i$ and $s$ exist let $H_{2}$ be the point closest to $H_{0}$ on the segment joining $H_{0}$ and $H_{1}$ which is such that the closed segment from $H_{1}$ to $H_{2}$ lies entirely in the closure of

$$
\bigcup_{i=1}^{r} \bigcup_{s \in \Omega\left(\mathfrak{a}_{i}, \mathfrak{a}\right)} s\left(\mathfrak{a}_{i}^{+}\right)
$$

Note that $H_{2}$ is not $H_{0}$. Let $H_{2}$ lie in the closure of $t \mathfrak{a}_{k}^{+}$with $t$ in $\Omega\left(\mathfrak{a}_{k}, \mathfrak{a}\right)$. Replacing $H_{0}$ by $t^{-1}\left(H_{0}\right)$ and $P$ by $P_{k}$ if necessary it may be supposed that $H_{2}$ lies in the closure of $\mathfrak{a}^{+}$. Choose $j$ so that

$$
\alpha_{\ell,}\left(H_{2}\right)>0, \quad 1 \leqslant \ell \leqslant q, \quad \ell \neq j
$$

and $\alpha_{j,}\left(H_{2}\right)=0$. Then $\alpha_{j,}\left(H_{0}\right)<0$, so that if $H$ lies on the segment joining $H_{0}$ and $H_{2}$ and is sufficiently close to $H_{2}$ then $s_{j} H$ lies in $\mathfrak{b}_{j}^{+}$; this is a contradiction.

It is certainly clear that if $B$ belongs to $E$ then there is an $i$ and an $s$ in $\Omega\left(\mathfrak{a}_{i}, \mathfrak{a}\right)$ such that $s \mathfrak{a}_{i}^{+}=W_{B}$. Suppose that $t$ belongs to $\Omega\left(\mathfrak{a}_{k}, \mathfrak{a}\right)$ and $t \mathfrak{a}_{k}^{+}=W_{B}$. Then $s^{-1} t\left(\mathfrak{a}_{k}^{+}\right)=\mathfrak{a}_{i}^{+}$. If $s$ is the restriction of $\operatorname{Ad} h$ to $\mathfrak{a}_{i}^{+}$and $t$ is the restriction of $\operatorname{Ad} g$ to $\mathfrak{a}_{k}^{+}$then $h^{-1} g P_{k} g^{-1} h=P_{i}$. The previous lemma implies that $i=k$ and that $h^{-1} g$ belongs to $P_{i}$. Since the normalizer and centralizer of $\mathfrak{a}_{i}$ in $P_{i}$ are the same it follows that $s^{-1} t$ is the identity.

If $\mathfrak{a}$ is as in the lemma the transformations $s_{1}, \ldots, s_{q}$ just introduced will be called the reflections belonging, respectively, to $\alpha_{1,}, \ldots, \alpha_{q}$, We have proved that if $\mathfrak{a}$ and $\mathfrak{b}$ belong to $\left\{\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{r}\right\}$ then every element of $\Omega(\mathfrak{a}, \mathfrak{b})$ is a product of reflections; if $s$ is the product of $n$ but no fewer reflections then $n$ is called the length of $s$. Two refinements of this corollary
will eventually be necessary; the first in the proof of Lemma 6.1 and the second in the proof of Lemma 7.4.

Corollary 1. Every s in $\Omega(\mathfrak{a}, \mathfrak{b})$ can be written as a product $s_{n} \cdots s_{2} s_{1}$ of reflections in such a way that if $s_{k}$ lies in $\Omega\left(\mathfrak{a}_{i_{k}}, \mathfrak{a}_{j_{k}}\right)$ and belongs to the simple root $\alpha_{k}$ of $\mathfrak{a}_{i_{k}}$, then $s_{k-1} \cdots s_{1}\left(\mathfrak{a}_{i_{1}}^{+}\right)$ is contained in

$$
\left\{H \in \mathfrak{a}_{i_{k}} \mid \alpha_{k}(H)>0\right\}
$$

Of course $n$ is not necessarily the length of $s$. Let $W_{B}=s \mathfrak{a}^{+}$. Take a line segment joining a point in the interior of $W_{B}$ to a point in the interior of $\mathfrak{b}^{+}$which does not meet any of the sets $\{H \in \mathfrak{b} \mid \alpha(H)=\beta(H)=0\}$ where $\alpha$ and $\beta$ are two linearly independent roots. If the segment intersects only one Weyl chamber the result if obvious. The lemma will be proved by induction on the number, $m$, of the Weyl chambers which it intersects. If $m$ is greater than one, let the segment intersect the boundary of $\mathfrak{b}^{+}$at $H_{0}$. Index the simple roots $\beta_{1,}, \ldots, \beta_{q}$, of $\mathfrak{b}$ so that $\beta_{1,}\left(H_{0}\right)=0$ and $\beta_{j,}\left(H_{0}\right)>0$ if $j>1$. Then if $H$ belongs to $\mathfrak{b}^{+}$the number $\beta_{1,}(s H)$ is negative, so that if $r$ is the reflection belonging to $\beta_{1}$, the number $\left(-\beta_{1} \circ \circ r^{-1}\right)(r s H)$ is positive. Let $t=r s$; if $r$ belongs to $\Omega(\mathfrak{b}, \mathfrak{c})$ then $t$ belongs to $\Omega(\mathfrak{a}, \mathfrak{c})$. Since there is a line segment connecting $W_{B}$ and $r^{-1}\left(\mathfrak{c}^{+}\right)$which meets only in $m-1$ Weyl chambers, there is a line segment connecting $\mathfrak{c}^{+}$and $t \mathfrak{a}^{+}=r W_{B}$ which meets only $m-1$ Weyl chambers. If the corollary is true for $t$, say $t=s_{n-1} \cdots s_{1}$ and $s_{n}=r^{-1}$ then $s=s_{n} \cdots s_{1}$ and this product satisfies the conditions of the corollary.

Suppose $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{r}$ are, as in the lemma, split components of $P_{1}, \ldots, P_{r}$ respectively. Suppose that, for $1 \leqslant i \leqslant r, S_{i}$ is a collection of $m$-dimensional affine subspaces of the complexification of $\mathfrak{a}_{i}$ defined by equations of the form $\alpha(H)=\mu$ where $\alpha$ is a root and $\mu$ is a complex number. If $\mathfrak{s}$ belongs to $S_{i}$ and $\mathfrak{t}$ belongs to $S_{j}$ we shall define ( $\mathfrak{s t}, \mathfrak{t}$ ) as the set of distinct linear transformations from $\mathfrak{s}$ to $\{H \mid-\bar{H} \in \mathfrak{t}\}$ obtained by restricting the elements of $\Omega\left(\mathfrak{a}_{i}, \mathfrak{a}_{j}\right)$ to $\mathfrak{s}$. Suppose that each $\mathfrak{s}$ in $S=\bigcup_{i=1}^{r} S_{i}$ is of the form $X(\mathfrak{s})+\widetilde{\mathfrak{s}}$ where $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace of $\mathfrak{h}$ and the point $X(\mathfrak{s})$ is orthogonal to $\widetilde{\mathfrak{s}}$; suppose also that for each $\mathfrak{s}$ in $S$ the set $\Omega(\mathfrak{s}, \mathfrak{s})$ contains an element $s_{0}$ such that

$$
s_{0}(X(\mathfrak{s})+H)=-X(\mathfrak{s})+H
$$

for all $H$ in $\widetilde{\mathfrak{s}}$. Then if $r \in \Omega(\mathfrak{r}, \mathfrak{s})$ and $t \in \Omega(\mathfrak{s}, \mathfrak{t})$ the transformation $t s_{0} r$ belongs to $\Omega(\mathfrak{r}, \mathfrak{t})$. Every element $s$ of $\Omega(\mathfrak{s}, \mathfrak{t})$ defines an element of $\Omega(\widetilde{\mathfrak{s}}, \widetilde{\mathfrak{t}})$ in an obvious fashion. Such an $s$ is called a reflection belonging to the simple root $\alpha$ of $\widetilde{\mathfrak{s}}$ if the element it defines in $\Omega(\widetilde{\mathfrak{s}}, \widetilde{\mathfrak{t}})$ is that reflection. It is easy to convince oneself of the following fact.
Corollary 2. Suppose that for every $\mathfrak{s}$ in $S$ and every simple root $\alpha$ of $\widetilde{S}$ there is a $\mathfrak{t}$ in $S$ and a reflection in $\Omega(\mathfrak{s}, \mathfrak{t})$ which belongs to $\alpha$. Then if $\mathfrak{s}$ and $\mathfrak{t}$ belong to $S$ and $s$ belongs to $\Omega(\mathfrak{s}, \mathfrak{t})$ there are reflections $r_{n}, \ldots, r_{1}$ such that if $r_{k}$ belongs to $\Omega\left(\mathfrak{s}, \mathfrak{s}_{k}\right)$ and $s_{k}$ in $\Omega\left(\mathfrak{s}_{k}, \mathfrak{s}_{k}\right)$ defines the identity in $\Omega\left(\widetilde{\mathfrak{s}}_{k}, \widetilde{\mathfrak{s}}_{k}\right)$ the transformation $s$ equals the product $r_{n} s_{n-1} r_{n-1} \cdots r_{2} s_{1} r_{1}$.

As before the minimal value for $n$ is called the length of $s$.

## CHAPTER 3

## Cusp forms

As usual the invariant measure on $\Gamma \backslash G$ is normalized by the condition that

$$
\int_{G} \phi(g) d g=\int_{\Gamma \backslash G}\left\{\sum_{\Gamma} \phi(\gamma g)\right\} d g
$$

If $\phi$ is a locally integrable function on $\Gamma \backslash G, P$ is a cuspidal subgroup, and $T=N \Delta$, then

$$
\widehat{\phi}(g)=\int_{\Delta \backslash T} \phi(t g) d g=\int_{\Gamma \cap N \backslash N} \phi(n g) d n
$$

is defined for almost all $g$. A function $\phi$ in $\mathcal{L}(\Gamma \backslash G)$, the space of square-integrable functions on $\Gamma \backslash G$, such that $\widehat{\phi}(g)$ is zero for almost all $g$ and all cuspidal subgroups except $G$ itself will be called a cusp form. It is clear that the space of all cusp forms is a closed subspace of $\mathcal{L}(\Gamma \backslash G)$ invariant under the action of $G$ on $\mathcal{L}(\Gamma \backslash G)$; it will be denoted by $\mathcal{L}_{0}(\Gamma \backslash G)$. Before establishing the fundamental property of $\mathcal{L}_{0}(\Gamma \backslash G)$ it is necessary to discuss in some detail the integral

$$
(\lambda(f) \phi)(g)=\int_{G} \phi(g h) f(h) d h
$$

when $\phi$ is a locally integral function on $\Gamma \backslash G$ and $f$ is a once continuously differentiable function on $G$ with compact support.

Suppose $P$ is a percuspidal subgroup of $G$ and $F$ is a subset of the set of simple roots of $\mathfrak{h}$. Let $P_{1}$ be the cuspidal subgroup belonging to $P$ determined by the set $F$. Let

$$
\phi_{2}(g)=\int_{\Gamma \cap N_{1} \backslash N_{1}} \phi(n g) d n
$$

and let $\phi_{1}=\phi-\phi_{2}$. Then $(\lambda(f) \phi)(g)$ equals

$$
\begin{equation*}
\int_{G} \phi(h) f\left(g^{-1} h\right)=\int_{G} \phi_{1}(h) f\left(g^{-1} h\right) d h+\int_{G} \phi_{2}(h) f\left(g^{-1} h\right) d h . \tag{3.a}
\end{equation*}
$$

The second integral will be allowed to stand. The first can be written as

$$
\int_{N_{1}(\Gamma \cap N) \backslash G} \sum_{\delta \in \Gamma \cap N_{1} \backslash \Gamma \cap N}\left\{\int_{\Gamma \cap N_{1} \backslash N_{1}} \phi_{1}(n \delta h) \sum_{\delta_{1} \in \Gamma \cap N_{1}} f\left(g^{-1} \delta_{1} n \delta h\right) d n\right\} d h .
$$

If we make use of the fact that

$$
\phi_{1}(\delta n h)=\phi_{1}(n h)
$$

and

$$
\int_{\Gamma \cap N_{1} \backslash N_{1}} \phi_{1}(n h) d n=0,
$$

this repeated integral can be written as

$$
\int_{N_{1}(\Gamma \cap N) \backslash G}\left\{\int_{\Gamma \cap N_{1} \backslash N_{1}} \phi_{1}(n h) f(g, n h) d n\right\} d h
$$

with

$$
\begin{aligned}
f(g, h) & =\sum_{\delta \in \Gamma \cap N} f\left(g^{-1} \delta h\right)-\sum_{\Gamma \cap N_{1} \backslash \Gamma \cap N} \int_{N_{1}} f\left(g^{-1} n \delta h\right) d n \\
& =\int_{\Gamma \cap N_{1} \backslash N_{1}} \sum_{\delta \in \Gamma \cap N}\left\{f\left(g^{-1} \delta h\right)-f\left(g^{-1} \delta n h\right)\right\} d n
\end{aligned}
$$

It should be recalled that $N_{1}$ is a normal subgroup of $N$ and $\Gamma \cap N_{1}$ a normal subgroup of $\Gamma \cap N$.

If $\mathfrak{S}=\mathfrak{S}(t, \omega)$ is a Siegel domain associated to $P$ it is necessary to estimate $f(g, h)$ when $g$ is in $\mathfrak{S}(t, \omega)$. It may be supposed that $(\Gamma \cap N) \omega$ contains $N$. Since $f(g, \delta h)=f(g, h)$ if $\delta \in \Gamma \cap N$ we can take $h=n_{1} a_{1} m_{1} k_{1}$ with $n_{1}$ in $\omega \cap N, a_{1}$ in $A, m_{1}$ in $M$, and $k_{1}$ in $K$. Suppose $g=s a k=a\left(a^{-1} s a\right) k=a u$ with $s$ in $\omega$ and $a$ in $A^{+}(t, \infty)$; then $u$ lies in a compact set $U_{1}$ which depends on $\omega$ and $t$. The integrand in the expression for $f(g, h)$ equals

$$
\sum_{\delta \in \Gamma \cap N}\left\{f\left(u^{-1} a^{-1} \delta a h_{1}\right)-f\left(u^{-1} a^{-1} \delta n a h_{1}\right)\right\}
$$

with $h_{1}=a^{-1} h$. If $\omega_{1}$ is a compact subset of $N_{1}$ such that $\left(\Gamma \cap N_{1}\right) \omega_{1}=N_{1}$ it is enough to estimate this sum for $n$ in $\omega_{1}$. Let $U$ be a compact set containing the support of $f$. If a given term of this sum is to be different from zero either $a^{-1} \delta a h_{1}$ or $a^{-1} \delta n a h_{1}$ must belong to $U_{1} U$. Then either

$$
\left(a^{-1} \delta a a^{-1} n_{1} a\right)\left(a^{-1} m_{1} a_{1}\right)
$$

or

$$
\left(a^{-1} \delta n a a^{-1} n_{1} a\right)\left(a^{-1} m_{1} a_{1}\right)
$$

belongs to $P \cap U_{1} U K$. It follows that there is a compact set $V$ in $N$ depending only on $\mathfrak{S}$ and $U$ such that $a^{-1} \delta a$ belongs to $V$. Choose a conditionally compact open set $V_{1}$ in $N$ so that if $\delta$ belongs to $\Gamma \cap N$ and $\delta V_{1} \cap V_{1}$ is not empty then $\delta=1$; there is a compact set $V_{2}$ in $N$ such that $a^{-1} V_{1} a$ is contained in $V_{2}$ if $a$ belongs to $A^{+}(t, \infty)$. If $a^{-1} \delta a$ belongs to $V$ then $\delta V_{1}$ is contained in $a V V_{2} a^{-1}$. Consequently the number of terms in the above sum which are different from zero is at most a constant times the measure of $a V V_{2} a^{-1}$ and a simple calculation shows that this is at most a constant times $\omega^{-2}(a)$. Finally there is a compact subset $\omega_{2}$ of $A M$ such that every term of the above sum vanishes unless $m_{1} a_{1}$ belongs to $a \omega_{2}$.

If $\left\{X_{i}\right\}$ is a basis of $\mathfrak{g}$ there is a constant $\mu$ such that $\left|\lambda\left(X_{i}\right) f(g)\right| \leqslant \mu$ for all $i$ and $g$. If $X \in \mathfrak{g}$ then $\lambda(X) f(g)$ is defined to be the value of $\frac{d f}{d t}(g \exp t X)$ at $t=0$. Then

$$
\left|f\left(u^{-1} a^{-1} \delta a h_{1}\right)-f\left(u^{-1} a^{-1} \delta n a h_{1}\right)\right|
$$

is less than or equal to

$$
\int_{0}^{1}\left|\lambda\left(\operatorname{Ad}\left(h_{1}^{-1}\right) \operatorname{Ad}\left(a^{-1}\right) X\right) f\left(u^{-1} a^{-1} \delta \exp t X a h_{1}\right)\right| d t
$$

if $n=\exp X$. Since $n$ lies in a fixed compact set so does $X$. Moreover

$$
h_{1}=a^{-1} n_{1} a a^{-1} m_{1} a_{1} k_{1}
$$

lies in a compact set depending only on $\mathfrak{S}$ and $U$. Consequently the right hand side is less than a constant, depending only on $\mathfrak{S}, U$, and $\mu$, times the largest eigenvalue of $\operatorname{Ad}\left(a^{-1}\right)$ on $N_{1}$. In conclusion there is a constant $c$, depending only on $\mathfrak{S}, U$, and $\mu$, such that for all $g$ in $\mathfrak{S}$ and all $h$

$$
|f(g, h)| \leqslant c \omega^{-2}(a(g))\left\{\min _{\alpha_{i}, \notin F} \xi_{\alpha_{i},}(a(g))\right\}^{-1}
$$

Moreover the first integral in the expression for $\lambda(f) \phi(g)$ is equal to

$$
\int_{a \omega_{2} \times K} \omega^{2}(b)\left\{\int_{N_{1}(\Gamma \cap N) \backslash N}\left\{\int_{\Gamma \cap N_{1} \backslash N_{1}} \phi_{1}\left(n_{1} n b m k\right) f\left(g, n_{1} n b m k\right) d n_{1}\right\} d n\right\} d b d m d k
$$

or, as is sometimes preferable,

$$
\int_{a \omega_{2} \times K} \omega^{2}(b)\left\{\int_{\Gamma \cap N \backslash N} \phi_{1}(n b m k) f(g, n b m k) d k\right\} d b d m d k .
$$

The absolute value of the first integral is at most

$$
c \omega^{-2}(a(g))\left\{\min _{\alpha_{1}, \notin F} \xi_{\alpha_{i},}(a(g))\right\}^{-1} \int_{a \omega_{2} \times K} \omega^{2}(b)\left\{\int_{\Gamma \cap N \backslash N}\left|\phi_{1}(n b m k)\right| d n\right\} d b d m d k
$$

If $\omega_{3}$ is a compact subset of $N$ such that $(\Gamma \cap N) \omega_{3}=N$ this expression is at most

$$
\begin{equation*}
c \omega^{-2}(a(g))\left\{\min _{\alpha_{i}, \notin F} \xi_{\alpha_{i},}(a(g))\right\}^{-1} \int_{\omega_{3} a \omega_{2} K}\left|\phi_{1}(h)\right| d h \tag{3.b}
\end{equation*}
$$

For the same reasons the absolute value of the second integral is at most

$$
\begin{equation*}
c \omega^{2}(a(g))\left\{\min _{\alpha_{i} \notin F} \xi_{\alpha_{i}}(a(g))\right\}^{-1} \int_{\omega_{3} a \omega_{2} K}|\phi(h)| d h . \tag{3.c}
\end{equation*}
$$

Lemma 3.1. Let $\phi$ belong to $\mathcal{L}_{0}(\Gamma \backslash G)$, let $f$ be a once continuously differentiable function with compact support, and let $P$ be a percuspidal subgroup. If $\mathfrak{S}=\mathfrak{S}(t, \omega)$ is a Siegel domain associated to $P$ there is a constant $c$ depending only on $\mathfrak{S}$ and $f$ such that for $g$ in $\mathfrak{S}$

$$
|\lambda(f) \phi(g)| \leqslant c \omega^{-1}(a(g)) \eta^{-1}(a(g))\|\phi\| .
$$

Here $\|\phi\|$ is the norm of $\phi$ in $\mathcal{L}(\Gamma \backslash G)$ and if $a$ belongs to $A$ then

$$
\eta(a)=\max _{1 \leqslant i \leqslant p} \xi_{\alpha_{i},}(a)
$$

It is enough to establish the inequality on each

$$
\mathfrak{S}_{i}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{i},}(a(g)) \geqslant \xi_{\alpha_{j},}(a(g)), 1 \leqslant j \leqslant p\right\}
$$

For simplicity take $i=1$. In the above discussion take $F=\left\{\alpha_{j,} \mid j \neq 1\right\}$. The second term in (3.a) is zero; so to estimate $\lambda(f) \phi(g)$ we need only estimate 3.b). The integral is at most

$$
\left\{\int_{\omega_{3} a \omega_{2} K} d h\right\}^{1 / 2}\left\{\int_{\omega_{3} a \omega_{2} K}|\phi(h)|^{2} d h\right\}^{1 / 2}
$$

Since $\omega_{3} a \omega_{2} K$ is contained in a fixed Siegel domain $\mathfrak{S}\left(t^{\prime}, \omega^{\prime}\right)$ for all $a$ in $A^{+}(t, \infty)$, the second integral is at most a constant times $\|\phi\|^{2}$. If $\omega_{4}$ and $\omega_{5}$ are compact subsets of $A$ and $M$ respectively such that $\omega_{2}$ is contained in $\omega_{4} \omega_{5}$ the first integral is at most

$$
\left\{\int_{\omega_{3}} d n\right\}\left\{\int_{\omega_{4}} \omega^{2}(a b) d b\right\}\left\{\int_{\omega_{5}} d m\right\} .
$$

Since

$$
\min _{\alpha_{i}, \notin F} \xi_{\alpha_{i}}(a)=\xi_{\alpha_{1},}(a)=\eta(a(g))
$$

if $g=s a k$ is in $\mathfrak{S}_{1}$, the lemma follows.
It is a standard fact that $\lambda(f)$ is a bounded linear operator on $L(\Gamma \backslash G)$. It is readily seen to leave $\mathcal{L}_{0}(\Gamma \backslash G)$ invariant.

Corollary. If $f$ is once continuously differentiable with compact support then the restriction of $\lambda(f)$ to $\mathcal{L}_{0}(\Gamma \backslash G)$ is a compact operator.

Since $\omega^{-1}(a) \eta^{-1}(a)$ is square integrable on any Siegel domain the corollary follows immediately from Ascoli's lemma, the above lemma, and the fact that $\Gamma \backslash G$ is covered by a finite number of Siegel domains. The significance of the corollary is seen from the following lemma.
Lemma 3.2. Let $G$ be a locally compact group and $\pi$ a strongly continuous unitary representation of $G$ on the separable Hilbert space $\mathfrak{V}$. Suppose that for any neighbourhood $U$ of the identity in $G$ there is an integrable function $f$ on $G$ with support in $U$ such that

$$
f(g) \geqslant 0, \quad f(g)=f\left(g^{-1}\right), \quad \int_{G} f(g) d g=1
$$

and $\pi(f)$ is compact; then $\mathfrak{V}$ is the orthogonal direct sum of countably many invariant subspaces on each of which there is induced an irreducible representation of $G$. Moreover no irreducible representation of $G$ occurs more than a finite number of times in $\mathfrak{V}$.

Of course $\pi(f)$ is defined by

$$
\pi(f) v=\int_{F} f(g) \pi(g) v d g
$$

if $v$ belongs to $\mathfrak{V}$. Consider the families of closed mutually orthogonal subspaces of $\mathfrak{V}$ which are invariant and irreducible under the action of $G$. If these families are ordered by inclusion there will be a maximal one. Let the direct sum of the subspaces in some family be $\mathfrak{W}$. In order to prove the first assertion it is necessary to show that $\mathfrak{W}$ equals $\mathfrak{V}$. Suppose the contrary and let $\mathfrak{W}^{\prime}$ be the orthogonal complement of $\mathfrak{W}$ in $\mathfrak{V}$. Choose a $v$ in $\mathfrak{W}^{\prime}$ with $\|v\|=1$ and choose $U$ so that $\|v-\pi(g) v\|<\frac{1}{2}$ if $g$ is in $U$. Choose $f$ as in the statement of the lemma. Then $\|\pi(f) v-v\|<\frac{1}{2}$ so that $\pi(f) v \neq 0$. The restriction of $\pi(f)$ to $\mathfrak{W}^{\prime}$ is self-adjoint and thus has a non-zero eigenvalue $\mu$. Let $\mathfrak{W}_{\mu}^{\prime}$ be the finite-dimensional space of eigenfunctions belonging to the eigenvalue $\mu$. Choose from the family of non-zero subspaces of $\mathfrak{W}_{\mu}^{\prime}$ obtained by intersecting $\mathfrak{W}_{\mu}^{\prime}$ with closed invariant subspaces of $\mathfrak{W}^{\prime}$ a minimal one $\mathfrak{W}_{0}^{\prime}$. Take the intersection $\mathfrak{V}_{0}$ of all closed invariant subspaces of $\mathfrak{W}^{\prime}$ containing $\mathfrak{W}_{0}^{\prime}$. Since $\mathfrak{V}_{0} \neq\{0\}$ a contradiction will result if it is shown that $\mathfrak{V}_{0}$ is irreducible. If $\mathfrak{V}_{0}$ were not then it would be the orthogonal direct sum of two closed invariant subspaces $\mathfrak{V}_{1}$ and $\mathfrak{V}_{2}$. Since $\mathfrak{V}_{i} \cap \mathfrak{W}_{\mu}^{\prime}$ is contained in $\mathfrak{V}_{0} \cap \mathfrak{W}_{\mu}^{\prime}=\mathfrak{W}_{0}^{\prime}$ for $i=1$ and 2 , the space $\mathfrak{V}_{i} \cap \mathfrak{W}_{\mu}^{\prime}$ is either $\{0\}$ or $\mathfrak{W}_{0}^{\prime}$. But $\pi(f) \mathfrak{V}_{i} \subseteq \mathfrak{V}_{i}$ so

$$
\mathfrak{W}_{0}^{\prime}=\left(\mathfrak{V}_{1} \cap \mathfrak{W}_{\mu}^{\prime}\right) \oplus\left(\mathfrak{V}_{2} \cap \mathfrak{W}_{\mu}^{\prime}\right)
$$

and, consequently, $\mathfrak{V}_{i} \cap \mathfrak{W}_{\mu}^{\prime}=\mathfrak{W}_{\mu}^{\prime}$ for $i$ equal to 1 or 2 . This is impossible. The second assertion follows from the observation that if some irreducible representation occurred with infinite multiplicity then, for some $f, \pi(f)$ would have a non-zero eigenvalue of infinite multiplicity.

Before proceeding to the next consequence of the estimates (3.b) and (3.c) we need a simple lemma.
Lemma 3.3. Let $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(m)}$ be Siegel domains, associated to the percuspidal subgroups $P^{(1)}, \ldots, P^{(m)}$ respectively, which cover $\Gamma \backslash G$. Suppose $c$ and $r$ are real numbers and $\phi(g)$ is a locally integrable function on $\Gamma \backslash G$ such that

$$
|\phi(g)| \leqslant c \eta^{r}\left(a^{(i)}(g)\right)
$$

if $g$ belongs to $\mathfrak{S}^{(i)}$. If ${ }^{*} P$ is a cuspidal subgroup and

$$
{ }^{*} \widehat{\phi}(a, m, k)=\int_{\Gamma \cap^{*} N \backslash{ }^{*} N} \phi\left(n a m k^{-1}\right) d n
$$

for $a$ in ${ }^{*} A$, $m$ in ${ }^{*} M$ and $k$ in $K$ then there is a constant $r_{1}$, which does not depend on $\phi$, such that for any compact set $C$ in ${ }^{*} A$, any percuspidal subgroup ${ }^{\dagger} P$ of ${ }^{*} M$, and any Siegel domain ${ }^{\dagger} S$ associated to ${ }^{\dagger} P$ there is a constant $c_{1}$, which does not depend on $\phi$, such that

$$
\left|{ }^{*} \widehat{\phi}(a, m, k)\right| \leqslant c_{1} \eta^{r_{1}}\left({ }^{\dagger} a(m)\right)
$$

if a belongs to $C$ and $m$ belongs to ${ }^{\dagger} \mathfrak{S}$. In particular if ${ }^{*} P=G$ then $r_{1}$ can be taken equal to $r$.

If $\omega$ is a compact subset of ${ }^{*} N$ such that $\left(\Gamma \cap{ }^{*} N\right) \omega={ }^{*} N$ then

$$
\left|*^{\phi}(a, m, k)\right| \leqslant \sup _{n \in \omega}\left|\phi\left(n a m k^{-1}\right)\right|
$$

If $g=n a m k^{-1}$ choose $\gamma$ in $\Gamma$ so that $\gamma g$ belongs to $\mathfrak{S}^{(i)}$ for some $i$. According to the corollary to Lemma 2.11 there is a constant $r_{2}$ such that for any $C,{ }^{\dagger} P$, and ${ }^{\dagger} \mathfrak{S}$ there is a constant $c_{2}$ such that

$$
\eta\left(a^{(i)}(\gamma g)\right) \leqslant c_{2} \eta\left({ }^{\dagger} a(m)\right)^{r_{2}}
$$

Since $\eta\left(a^{(i)}(\gamma g)\right)$ is bounded below on $\mathfrak{S}^{(i)}$ for each $i$, it can be supposed for the first assertion that $r \geqslant 0$. Then take $r_{1}=r r_{2}$ and $c_{1}=c c_{2}^{r}$. If *P is $G$ the lemma also asserts that if $\mathfrak{S}$ is any Siegel domain associated to a percuspidal subgroup $P$ then there is a constant $c_{1}$ such that $|\phi(g)| \leqslant c_{1} \eta^{r}(a(g))$ on $\mathfrak{S}$. Given $g$ in $\mathfrak{S}$ again choose $\gamma$ in $\Gamma$ so that $\gamma g$ belongs to $\mathfrak{S}^{(i)}$ for some $i$. The corollary to Lemma 2.11 asserts that there is a number $c_{2}$ independent of $i$ and $g$ such that

$$
c_{2}^{-1} \leqslant \eta^{-1}(a(g)) \eta\left(a^{(i)}(g)\right) \leqslant c_{2}
$$

Take $c_{1}=c c_{2}^{r}$ if $r \geqslant 0$ and take $c_{1}=c c_{2}^{-r}$ if $r<0$.
Lemma 3.4. Suppose $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(m)}$ are Siegel domains, associated to percuspidal subgroups, which cover $\Gamma \backslash G$. Suppose that $\phi(g)$ is a locally integrable function on $\Gamma \backslash G$ and that there are constants $c$ and $r$ such that $|\phi(g)| \leqslant c \eta^{r}\left(a^{(i)}(g)\right)$ if $g$ belongs to $S^{(i)}$. Let $U$ be a compact subset of $G$, let $\mu$ be a constant, let $\left\{X_{i}\right\}$ be a basis of $g$, and let $f(g)$ be a once continuously differentiable function on $G$ with support in $U$ such that $\left|\lambda\left(X_{i}\right) f(g)\right| \leqslant \mu$ for all $g$ and $i$. If
$\mathfrak{S}$ is a Siegel domain associated to the percuspidal subgroup $P$ and if $k$ is a non-negative integer there is a constant $c_{1}$, depending on $c, r, U, \mu, \mathfrak{S}$, and $k$ but not on $\phi$ or $f$, such that

$$
\left|\lambda^{(k)}(f) \phi(g)-\lambda^{k}(f) \widehat{\phi}_{i}(g)\right| \leqslant c_{1} \eta^{r-k}(a(g))
$$

on

$$
\mathfrak{S}_{1}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{i},}(a(g)) \geqslant \xi_{\alpha_{j},}(a(g)), 1 \leqslant j \leqslant p\right\} .
$$

In accordance with our notational principles

$$
\widehat{\phi}_{i}(g)=\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi(n g) d n
$$

if $P_{i}$ is the percuspidal subgroup belonging to $P$ determined by $\left\{\alpha_{j}, \mid j \neq i\right\}$. The assertion of the lemma is certainly true for $k=0$. The proof for general $k$ will proceed by induction. For simplicity take $i=1$. Since

$$
\left(\lambda^{k}(f) \phi\right)_{i}^{\wedge}=\lambda^{k}(f) \widehat{\phi}_{i},
$$

it will be enough to show that if there is a constant $s$ such that for any Siegel domain $\mathfrak{S}$ associated to $P$ there is a constant $c^{\prime}$ such that $\left|\widehat{\phi}_{i}(g)\right| \leqslant c^{\prime} \eta^{s}(a(g))$ on $\mathfrak{S}_{1}$ then for any $\mathfrak{S}$ there is a constant $c_{1}^{\prime}$ so that

$$
\left|\lambda(f) \phi(g)-\lambda(f) \widehat{\phi}_{1}(g)\right| \leqslant c_{1}^{\prime} \eta^{s-1}(a(g))
$$

on $\mathfrak{S}_{1}$. Of course it will also have to be shown that the constants $c_{1}^{\prime}$ do not depend on $f$ or $\phi$. Indeed we apply this assertion first to $\phi$ with $s=r$ and then in general to $\lambda^{k}(f) \phi$ with $s=r-k$. Since

$$
\lambda(f) \phi(g)-\lambda(f) \widehat{\phi}_{1}(g)
$$

is nothing but the first term on the right side of (3.a) it can be estimated by means of (3.b). Thus

$$
\left|\lambda(f) \phi(g)-\lambda(f) \widehat{\phi}_{1}(g)\right| \leqslant c_{2} \omega^{-2}(a(g)) \xi_{\alpha_{1},}^{-1}(a(g)) \int_{\omega_{3} a \omega_{2} K}\left|\phi_{1}(h)\right| d h
$$

if $g$ belongs to $\mathfrak{S}_{1}$. First observe that if $g$ belongs to $\mathfrak{S}_{1}$ then

$$
\eta(a(g))=\xi_{\alpha_{1},}(a(g))
$$

There is a Siegel domain $\mathfrak{S}^{\prime}$ such that when $a=a(g)$ and $g$ belongs to $\mathfrak{S}$ the set $\omega_{3} a \omega_{2} K$ belongs to $\mathfrak{S}^{\prime}$. Let $\omega_{4}$ and $\omega_{5}$ be compact subsets of $A$ and $M$ respectively such that $\omega_{2}$ is contained in $\omega_{4} \omega_{5}$; then the integral is less than or equal to a constant, which does not depend on $\phi$, times

$$
\int_{\omega_{4}} \omega^{2}(a b) \eta^{s}(a b) d b
$$

which is certainly less than a constant times $\omega^{2}(a) \eta^{s}(a)$.
Corollary. Suppose $V$ is a finite-dimensional subspace of $\mathcal{L}_{0}(\Gamma \backslash G)$ invariant under $\lambda(f)$ for $f$ continuous with compact support and such that $f\left(k g k^{-1}\right)=f(g)$ for all $g$ in $G$ and all $k$ in $K$. Then given any real number $r$ and any Siegel domain $\mathfrak{S}$ associated to a percuspidal subgroup $P$ there is a constant $c$ such that, for all $\phi$ in $V$ and all $g$ in $\mathfrak{S}$,

$$
|\phi(g)| \leqslant c \eta^{r}(a(g))\|\phi(g)\| .
$$

Since for a given $t$ there are constants $c_{1}$ and $r_{1}$ such that $\omega^{-1}(a) \leqslant c_{1} \eta^{r_{1}}(a)$ for $a$ in $A^{+}(t, \infty)$, the corollary will follow from Lemmas 3.1 and 3.3 if it is shown that there is a once continuously differentiable function $f_{0}$ satisfying the conditions of the lemma such that $\lambda\left(f_{0}\right) \phi=\phi$ for all $\phi$ in $V$. Let $\left\{\phi_{1}, \ldots, \phi_{n}\right\}$ be an orthonormal basis for $V$ and let $U$ be a neighbourhood of the identity in $G$ such that

$$
\left\|\lambda(g) \phi_{i}-\phi_{i}\right\|<(2 n)^{-1}
$$

if $g$ belongs to $U$ and $1 \leqslant i \leqslant n$. Then, for any $\phi$ in $\mathfrak{V}$,

$$
\|\lambda(g) \phi-\phi\| \leqslant \frac{1}{2}\|\phi\|
$$

if $g$ is in $U$. Choose $f$ to be a non-negative function, once continuously differentiable with support in $u$, such that $\int_{G} f(g) d g=1$ and $f\left(k g k^{-1}\right)=f(g)$ for all $g$ in $G$ and all $k$ in $K$. Then the restriction of $\lambda(f)$ to $v$ is invertible. Thus there is a polynomial $p$ with no constant term such that $p(\lambda(f))$ is the identity on $V$. In the group algebra $p(f)$ is defined; set $f_{0}=p(f)$. If $V$ was not a space of square-integrable functions but a space of continuous functions and otherwise satisfied the conditions of the lemma then a simple modification of the above argument would show the existence of the function $f_{0}$.

If $P$ is a cuspidal subgroup then the pair $M, \Theta$ satisfies the same conditions as the pair $G, \Gamma$. It will often be convenient not to distinguish between functions on $\Theta \backslash M, T \backslash S$, and $A T \backslash P$. Also every function $\phi$ on $G$ defines a function on $P \times K$ by $\phi(p, k)=\phi\left(p k^{-1}\right)$. Since $G=P K$, functions on $G$ may be identified with functions on $P \times K$ which are invariant under right translation by $(k, k)$ if $k$ belongs to $K \cap P$. If $V$ is a closed invariant subspace of $\mathcal{L}(\Theta \backslash M)$ let $\mathfrak{E}(V)$ be the set of measurable functions $\Phi$ on $A T \backslash G$ such that $\Phi(m g)$ belongs to $V$ as a function of $m$ for each fixed $g$ in $G$ and

$$
\int_{\Theta \backslash M \times K}|\Phi(m k)|^{2} d m d k=\|\Phi\|^{2}<\infty
$$

If $H$ belongs to $\mathfrak{a}_{c}$, the complexification of $\mathfrak{a}$, and $\Phi$ belongs to $\mathfrak{E}(V)$ consider the function

$$
\exp (\langle H(h), H\rangle+\rho(H(h))) \Phi(h)
$$

on $G$. If $g$ belongs to $G$ it is not difficult to see that there is another function $\Phi_{1}(h)$ in $\mathfrak{E}(V)$ such that

$$
\exp (\langle H(h g), H\rangle+\rho(H(h g))) \Phi(h g)=\exp (\langle H(h), H\rangle+\rho(H(h))) \Phi_{1}(h)
$$

The function $\Phi_{1}$ depends on $\Phi, g$, and $H$. If we set $\Phi_{1}=\pi(g, H) \Phi$ then $\pi(g, H)$ is a bounded linear transformation from $\mathfrak{E}(V)$ to $\mathfrak{E}(V), \pi\left(g_{1} g_{2}, H\right)=\pi\left(g_{1}, H\right) \pi\left(g_{2}, H\right)$, and $\pi(1, H)=I$. In fact it is easy to see that $\pi(g, H)$ is a strongly continuous representation of $G$ on $\mathfrak{E}(V)$ for each $H$ in $\mathfrak{a}_{c}$. The representation is unitary if $H$ is purely imaginary. If $f$ is a continuous function on $G$ with compact support then $\pi(f, H)$ can be defined as usual by

$$
\pi(f, H) \Phi=\int_{G} f(g) \pi(g, H) \Phi d g
$$

It is readily seen that for almost all $g$

$$
\exp (\langle H(g h), H\rangle+\rho(H(g h)))(\pi(f, H) \Phi)(g)
$$

is equal to

$$
\int_{G} \exp (\langle H(g h), H\rangle+\rho(H(g h))) \Phi(g h) f(h) d h
$$

If $F$ is a finite set of irreducible representations of $K$ let $W$ be the space of functions on $K$ spanned by the matrix elements of the representations in $F$. The space $W$ will be called an admissible subspace of the space of functions on $K$. Let $\mathfrak{E}(V, W)$ be the space of functions $\Phi$ in $\mathfrak{E}(V)$ such that, for almost all $g, \Phi(g k)$ belongs to $W$, that is, agrees with an element of $W$ except on a set of measure zero. With no loss it may be assumed that it always belongs to $W$. Observe that $\mathfrak{E}(V, W)$ is just the space of functions $\Phi$ in $\mathfrak{E}(V)$ such that the space spanned by $\{\lambda(k) \Phi \mid k \in K\}$ is finite-dimensional and contains only irreducible representations of $K$ equivalent to those in $F$. If $f$ is a continuous function on $G$ with compact support and $f\left(k g k^{-1}\right)=f(g)$ for all $g$ and $k$ then $\pi(f, H)$ leaves $\mathfrak{E}(V, W)$ invariant.

Suppose ${ }^{*} P$ is a cuspidal subgroup belonging to $P$. If $\Phi$ belongs to $\mathfrak{E}(V)$, define a function on ${ }^{*} M \times K$ by $\Phi\left({ }^{*} m, k\right)=\phi\left({ }^{*} p k^{-1}\right)$ if ${ }^{*} p$ in ${ }^{*} P$ projects onto ${ }^{*} m$. Since $G={ }^{*} P K$ this defines an isomorphism of $\mathfrak{E}(V)$ with a space of functions on ${ }^{*} M \times K$. Indeed let ${ }^{\dagger} P={ }^{*} N \backslash P \cap{ }^{*} S$ then ${ }^{\dagger} P$ is a cuspidal subgroup of ${ }^{*} M$ and ${ }^{\dagger} M$ is the same as $M$. Also ${ }^{\dagger} P \times K$ is a cuspidal subgroup of ${ }^{*} M \times K$ for the group ${ }^{*} \Theta \times\{1\}$. If $L$ is the space of square integrable functions on $K$ then the image of $\mathfrak{E}(V)$ is the set of all functions in $\mathfrak{E}(V \otimes L)$ which are invariant under right translations by $\left(k^{*}, k\right)$ where $k$ belongs to $K \cap{ }^{*} P$ and ${ }^{*} k$ is the projection of $k$ on ${ }^{*} M$. Denote the group of such elements by ${ }^{*} K_{0}$ and let ${ }^{*} K$ be the projection of $K \cap{ }^{*} P$ on ${ }^{*} M$. The group ${ }^{*} K$ plays the same role for ${ }^{*} M$ as $K$ does for $G$. Suppose $\Phi$ belongs to $\mathfrak{E}(V, W)$. Then

$$
\Phi\left({ }^{*} m^{*} k_{1}, k k_{2}\right)=\Phi\left({ }^{*} m^{*} k_{1} k_{2}^{-1} k^{-1}\right) .
$$

For fixed ${ }^{*} m$ and $k$ this function belongs to the space of functions on ${ }^{*} K \times K$ of the form $\phi\left(k_{1} k_{2}^{-1}\right)$ with $\phi$ in $W$. A typical element of $W$ is of the form $\sigma_{i j}$, that is, the matrix element of a representation in $F$. Since

$$
\sigma_{i j}\left(k_{1} k_{2}^{-1}\right)=\sum_{\ell} \sigma_{i \ell}\left(k_{1}\right) \sigma_{\ell j}\left(k_{2}^{-1}\right)
$$

it belongs to the space $W^{*}$ if $W^{*}$ is the space of functions on ${ }^{*} K \times K$ spanned by the matrix elements of those irreducible representations of * $K \times K$ obtained by taking the tensor product of an irreducible representation of $K \cap{ }^{*} P$ contained in the restriction to $K \cap{ }^{*} P$, which is isomorphic to * $K$, of one of the representations in $F$ with a representation of $K$ contragredient to one of the representations in $F$. Thus the image of $\mathfrak{E}(V, W)$ is contained in $\mathfrak{E}\left(V \otimes L, W^{*}\right)$; indeed it is readily seen to be contained in $\mathfrak{E}\left(V \otimes W, W^{*}\right)$ and to be the space of all functions in $\mathfrak{E}\left(V \otimes W, W^{*}\right)$ invariant under right translation by elements of ${ }^{*} K_{0}$. On occasion it will be convenient to identify $\mathfrak{E}(V, W)$ with this subspace.

Since the representation of $M$ on $\mathcal{L}(\Theta \backslash M)$ is strongly continuous there is associated to each element $X$ in the centre $\mathfrak{Z}^{\prime}$ of the universal enveloping algebra of $\mathfrak{m}$ a closed operator $\lambda(X)$ on $\mathcal{L}(\Theta \backslash M)$. Indeed if $\pi$ is any strongly continuous representation of $M$ on a Hilbert space $\mathcal{L}$ there is associated to each $X$ in $\mathfrak{Z}^{\prime}$ a closed operator $\pi(X)$. If $\mathcal{L}$ is irreducible then

$$
\mathcal{L}=\bigoplus_{j=1}^{n} \mathcal{L}_{j}
$$

where each $\mathcal{L}_{j}$ is invariant and irreducible under the action of $M_{0}$, the connected component of $M$. The restriction of $\pi(X)$ to $\mathcal{L}_{j}$ is equal to a multiple, $\xi_{j}(X) I$, of the identity. The map $X \rightarrow \xi_{j}(X)$ is a homomorphism of $\mathfrak{Z}^{\prime}$ into the complex numbers. Let us say that the
representation belongs to the homomorphism $\xi_{j}$. Suppose the closed invariant subspace $V$ is a direct sum $\bigoplus V_{i}$ of closed, mutually orthogonal subspaces $V_{i}$ each of which is invariant and irreducible under the action of $M$. As we have just remarked each $V_{i}$ is a direct sum

$$
\bigoplus_{j=1}^{n_{i}} V_{i j}
$$

of subspaces invariant and irreducible under the action of $M_{0}$. Suppose $V_{i j}$ belongs to the homomorphism $\xi_{i j}$. The space $V$ will be called an admissible subspace of $\mathcal{L}(\Theta \backslash M)$ if $V$ is contained in $\mathcal{L}(\Theta \backslash M)$ and there are only a finite number of distinct homomorphisms in the set $\left\{\xi_{i j}\right\}$.
Lemma 3.5. If $V$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M)$ and $W$ is an admissible subspace of the space of functions on $K$ then $\mathfrak{E}(V, W)$ is finite-dimensional.

In the discussion above take * $P$ equal to $P$. Then $\mathfrak{E}(V, W)$ is isomorphic to a subspace of $\mathfrak{E}\left(V \otimes W, W^{*}\right)$. It is readily seen that $V \otimes W$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \times\{1\} \backslash M \times K)$ and that $W^{*}$ is an admissible subspace of the space of functions on ${ }^{*} K \times K$. Since it is enough to show that $\mathfrak{E}\left(V \otimes W, W^{*}\right)$ is finite-dimensional we have reduced the lemma to the case that $P$ and $M$ are equal to $G$. Suppose $V=\bigoplus V_{i}$. If $V^{\prime}=\bigoplus V_{i}$ where the second sum is taken over those $V_{i}$ which contain vectors transforming according to one of the representations in $F$ then $\mathfrak{E}(V, W)=\mathfrak{E}\left(V^{\prime}, W\right)$. In other words it can be supposed that each $V_{i}$ contains vectors transforming under $K$ according to one of the representations in $F$. For each $i$ let

$$
V_{i}=\bigoplus_{j=1}^{n_{i}} V_{i j}
$$

where each $V_{i j}$ is invariant and irreducible under the action of $G_{0}$, the connected component of $G$, and belongs to the homomorphism $\xi_{i j}$. It is known ([10, Theorem 3]) that there are only a finite number of irreducible unitary representations of $G_{0}$ which belong to a given homomorphism of $\mathfrak{Z}$, the centre of the universal enveloping algebra of $\mathfrak{g}$, and which contain vectors transforming according to a given irreducible representation of $K \cap G_{0}$. Thus there is a finite set $E$ of irreducible representations of $G_{0}$ such that for each $i$ there is a $j$ such that the representation of $G_{0}$ on $V_{i j}$ is equivalent to one of the representations in $E$. As a consequence of Lemma 3.2 applied to $G_{0}$ there are only a finite number of $V_{i}$. It is known however (cf. [10, Theorem 4]) that for each $i$ the space of functions in $V_{i}$ transforming according to one of the representations in $F$ is finite-dimensional. This completes the proof of the lemma. Since $\mathfrak{E}(V, W)$ is finite-dimensional it follows from the proof of the corollary to Lemma 3.4 that it can be considered as a space of continuous functions.

Suppose $\phi(g)$ is a continuous function on $T \backslash G$ such that for each $g$ in $G$ the function $\phi(m g)$ on $\Theta \backslash M$ belongs to $V$ and the function $\phi(g k)$ on $K$ belongs to $W$. For each $a$ in $A$ consider the function $\phi(s a k)$ on $T \backslash S \times K$ or on $A T \backslash P \times K$. If $k_{0}$ belongs to $K \cap P=K \cap S$ then $\phi\left(s k_{0}^{-1} a k_{0} k\right)=\phi(s a k)$ since $s k_{0}^{-1} a k_{0} a^{-1} s^{-1}$ is in $N$. Thus it defines a function $\Phi^{\prime}(a)$ on $A T \backslash G$ which is seen to belong to $\mathfrak{E}(V, W)$. The space of all such functions $\phi$ for which $\phi^{\prime}(\cdot)$, which is a function on $A$ with values in $\mathfrak{E}(V, W)$, has compact support will be called $\mathfrak{D}(V, W)$.
Lemma 3.6. Suppose $V$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M)$ and $W$ is an admissible subspace of functions on $K$. If $\phi$ belongs to $\mathfrak{D}(V, W)$ then $\sum_{\Delta \backslash \Gamma} \phi(\gamma g)$ is absolutely convergent;
its sum $\widehat{\phi}(g)$ is a function on $\Gamma \backslash G$. If $\mathfrak{S}_{0}$ is a Siegel domain associated to a percuspidal subgroup $P_{0}$ and if $r$ is a real number there is a constant $c$ such that $|\widehat{\phi}(g)| \leqslant c \eta^{r}\left(a_{0}(g)\right)$ for $g$ in $\mathfrak{S}_{0}$.

There is one point in Section 6 where we will need a slightly stronger assertion than that of the lemma. It is convenient to prove it at the same time as we prove the lemma.

Corollary. Let $\phi(g)$ be a function on $T \backslash G$ and suppose that there is a constant $t$ such that $\phi($ namk $)=0$ unless a belongs to $A^{+}(t, \infty)$. Let $P_{1}, \ldots, P_{m}$ be percuspidal subgroups to which $P$ belongs and suppose that there are Siegel domains ${ }^{\dagger} \mathfrak{S}_{1}, \ldots,{ }^{\dagger} \mathfrak{S}_{m}$ associated to ${ }^{\dagger} P_{i}=N \backslash P_{i} \cap S$ which cover $\Theta \backslash M$. Suppose that there is a constant such that given any constant $r_{1}$ there is a constant $c_{1}$ such that, for $1 \leqslant i \leqslant m$,

$$
|\phi(n a m k)| \leqslant c_{1} \eta^{s}(a) \eta^{r_{1}}\left({ }^{\dagger} a_{i}(m)\right)
$$

if $m$ belongs to ${ }^{\dagger} \mathfrak{S}_{i}$. Finally suppose that there are constants $u$ and $b$ with $1 \geqslant b>0$ such that $\phi(n a m k)=0$ if $\eta(a)>u$ and the projection of $m$ on $\Theta \backslash M$ belongs to the projection on $\Theta \backslash M$ of

$$
\left\{m \in{ }^{\dagger} \mathfrak{S}_{i} \mid \eta\left({ }^{\dagger} a_{i}(m)\right)<\eta^{b}(a)\right\}
$$

for some $i$. Then

$$
\sum_{\Delta \backslash \Gamma} \phi(\gamma g)=\widehat{\phi}(g)
$$

is absolutely convergent and if $\mathfrak{S}_{0}$ is a Siegel domain associated to a percuspidal subgroup $P_{0}$ and $r$ is a real number there is a constant $c$ such that $|\widehat{\phi}(g)| \leqslant c \eta^{r}\left(a_{0}(g)\right)$ for $g$ in $\mathfrak{S}_{0}$.

It is a consequence of Lemma 3.5 and the corollary to Lemma 3.4 that the function of the lemma satisfies the conditions of the corollary. Let $\omega$ be a compact subset of $N$ such that $(\Gamma \cap N) \omega=N$. If $g$ is in $\mathfrak{S}_{0}$ let $U$ be the set of all elements $\gamma$ in $\Gamma$ such that $\gamma g=n a m k$ with $n$ in $\omega, a$ in $A^{+}(t, \infty), m$ in ${ }^{\dagger} \mathfrak{S}_{i}$ for some $i$, and $k$ in $K$. Since any left coset of $\Delta$ in $\Gamma$ contains an element $\gamma$ such that $\gamma g=n a m k$ with $n$ in $\omega, a$ in $A, m$ in ${ }^{\dagger} \mathfrak{S}_{i}$ for some $i$, and $k$ in $K$ and since $\phi(n a m k)=0$ unless $a$ belongs to $A^{+}(t, \infty)$ it is enough to estimate

$$
\sum_{\gamma \in U}|\phi(\gamma g)|
$$

We first estimate the number of elements in $U(v)$, which is the set of all $\gamma$ in $U$ such that $\gamma g=n a m k$ with $n$ in $\omega, a$ in $A^{+}(t, \infty), m$ in ${ }^{\dagger} \mathfrak{S}_{i}$ for some $i$ and such that $\eta\left({ }^{\dagger} a_{i}(m)\right) \leqslant v$, and $k$ in $K$. Suppose ${ }^{\dagger} \mathfrak{S}_{i}={ }^{\dagger} \mathfrak{S}_{i}\left({ }^{\dagger} \omega_{i},{ }^{\dagger} t_{i}\right)$ and let $\omega_{i}=\omega^{\dagger} \omega_{i}$. If $\gamma$ belongs to $U(v)$ then, for some $i, \gamma g=n_{i} a a_{i} k_{i}$ with $n_{i}$ in $\omega_{i}, a$ in $A^{+}(t, \infty), a_{i}$ in ${ }^{\dagger} A_{i}^{+}\left({ }^{\dagger} t_{i}, \infty\right)$ and such that $\eta\left(a_{i}\right) \leqslant v$, and $k$ in $K$. Since $a_{i}$ is considered as an element of ${ }^{\dagger} A_{i}$ the number $\eta\left(a_{i}\right)$ is the maximum of $\xi_{\alpha}\left(a_{i}\right)$ as $\alpha$ varies over the simple roots of ${ }^{\dagger} \mathfrak{a}_{i}$. Consider the point $a a_{i}$ in $A_{i}$. Let $\alpha_{1,}, \ldots, \alpha_{q}$, be the simple roots of $\mathfrak{h}$ which vanish on $\mathfrak{a}$; then

$$
\xi_{\alpha_{j},}\left(a a_{i}\right)=\xi_{\alpha_{j},}\left(a_{i}\right) \geqslant^{\dagger} t_{i}
$$

for $1 \leqslant j \leqslant q$. If $j>q$ then

$$
\xi_{\alpha_{j},}\left(a_{i}\right)=\prod_{k=1}^{1} \xi_{\alpha_{k},}^{\delta_{k}}\left(a_{i}\right)
$$

with $\delta_{k} \leqslant 0$; thus if $\delta=\sum_{k=1}^{q} \delta_{k}$ then

$$
\xi_{\alpha_{j},}\left(a a_{i}\right)=\xi_{\alpha_{j},}(a) \xi_{\alpha_{j},}\left(a_{i}\right) \geqslant t \eta^{\delta}\left(a_{i}\right) \geqslant t v^{\delta}
$$

Consequently $\gamma g$ is contained in the Siegel domain $\mathfrak{S}_{i}\left(\omega_{i}, t v^{\delta}\right)$ associated to $P_{i}$ if $t v^{\delta} \leqslant$ $\min \left\{{ }^{\dagger} t_{i}, \ldots,{ }^{\dagger} t_{m}\right\}$. In any case it follows from Lemma 2.11 that there are constants $c_{2}$ and $r_{2}$ which are independent of $g$ such that $U(v)$ has at most $c_{2} v^{r_{2}}$ elements. If $\phi(n a m k)$ is not zero either $\eta(a) \leqslant u$ or $\eta\left({ }^{\dagger} a_{i}(m)\right) \geqslant \eta^{b}(a)$, where $\eta(a)$ is the maximum of $\xi_{\alpha}(a)$ as $\alpha$ varies over the simple roots of $\mathfrak{a}$. Consequently given any number $r_{1}$ there is a constant $c_{1}^{\prime}$ such that

$$
|\phi(n a m k)| \leqslant c_{1}^{\prime} \eta^{r_{1}}\left({ }^{\dagger} a_{i}(m)\right)
$$

If $N(g)$ is the largest integer such that $\gamma g=n a m k$ with $n$ in $\omega, a$ in $A^{+}(t, \infty), m$ in ${ }^{\dagger} \mathfrak{S}_{i}$ for some $i, k$ in $K$, and $\phi(\gamma g) \neq 0$, implies $\left.\eta^{\dagger} a_{i}(m)\right) \geqslant N(g)$ then

$$
\sum_{\gamma \in U}|\phi(\gamma g)| \leqslant c_{1}^{\prime} c_{2} \sum_{n=N(g)}^{\infty}(n+1)^{r_{2}} n^{r_{1}}
$$

which in turn is at most

$$
-c_{1}^{\prime} c_{2} 2^{r_{2}}\left(r_{1}+r_{2}-1\right)(N(g)+1)^{r_{1}+r_{2}+1}
$$

if $N(g)>1, r_{1}<0, r_{2}>0$, and $r_{1}+r_{2}+1<0$. Since the corollary to Lemma 2.11 implies that there are positive constants $c_{3}$ and $r_{3}$ such that

$$
N(g)+1 \geqslant c_{3} \eta^{r_{3}}\left(a_{0}(g)\right)
$$

the lemma and corollary are proved.
Let $P$ be a cuspidal subgroup and let $\phi(g)$ be a measurable function on $T \backslash G$. Suppose that given any Siegel domain ${ }^{\dagger} \mathfrak{S}$ associated to a percuspidal subgroup ${ }^{\dagger} P$ of $M$ and any compact subset $C$ of $A$ there are constants $c$ and $r$ such that

$$
|\phi(n a m k)| \leqslant c \eta^{r}\left({ }^{\dagger} a(m)\right)
$$

if $a$ belongs to $C$ and $m$ belongs to ${ }^{\dagger} \mathfrak{S}$. If $V$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M)$ and $W$ is an admissible subspace of the space of functions on $K$ and if $\psi$ belongs to $\mathfrak{D}(V, W)$ then

$$
\int_{T \backslash G} \psi(g) \bar{\phi}(g) d g
$$

is convergent. If it vanishes for all choices of $V$ and $W$ and all $\psi$ then we say that the cuspidal component of $\phi$ is zero.
Lemma 3.7. Let $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(m)}$ be Siegel domains, associated to the percuspidal subgroups $P^{(1)}, \ldots, P^{(m)}$ respectively, which cover $\Gamma \backslash G$. Suppose that $\phi(g)$ is a continuous function on $\Gamma \backslash G$ and that there are constants $c$ and $r$ such that

$$
|\phi(g)| \leqslant c \eta^{r}\left(a^{(i)}(g)\right)
$$

if $g$ belongs to $\mathfrak{S}^{(i)}$. If the cuspidal component of

$$
\widehat{\phi}(g)=\int_{\Gamma \cap N \backslash N} \phi(n g) d n
$$

is zero for every cuspidal subgroup $P$ then $\phi(g)$ is identically zero.

It is a consequence of Lemma 3.3 that it is meaningful to speak of the cuspidal component of $\widehat{\phi}$ being zero. The lemma will be proved by induction on the rank of the percuspidal subgroups of $G$. If they are of rank 0 so that $\Gamma \backslash G$ is compact then $\phi$ is itself a cusp form. It follows from Lemma 3.2 and the corollary to Lemma 3.1 that the subspace of $\mathcal{L}(\Gamma \backslash G)$ spanned by the space $\mathfrak{E}(V, W)$ with $V$ an admissible subspace of $\mathcal{L}_{0}(\Gamma \backslash G)$ and $W$ an admissible subspace of the space of functions on $K$ is dense in $\mathcal{L}(\Gamma \backslash G)$. Since in this case $\mathfrak{D}(V, W)=\mathfrak{E}(V, W)$ and $\widehat{\phi}(g)=\phi(g)$ when $P=G$, the assumptions of the lemma imply that $\phi$ is orthogonal to every element of $\mathcal{L}(\Gamma \backslash G)$ and is consequently zero.

If the rank of the percuspidal subgroups of $G$ is $p$, suppose that the lemma is true when the percuspidal subgroups are of rank less than $p$. Let * $P$ be a cuspidal subgroup and consider

$$
{ }^{*} \widehat{\phi}(a, m, k)=\int_{\Gamma \cap^{*} N \backslash{ }^{*} N} \phi\left(n a m k^{-1}\right) d n
$$

According to Lemma $3.3{ }^{*} \widehat{\phi}(a, m, k)$ is for each fixed $a$ in ${ }^{*} A$ a function on ${ }^{*} \Theta \times\{1\} \backslash{ }^{*} M \times K$ which satisfies the given conditions on its rate of growth on Siegel domains of ${ }^{*} M \times K$. If ${ }^{\dagger} P$ is a cuspidal subgroup of * $M$ there is a cuspidal subgroup $P$ to which * $P$ belongs such that ${ }^{\dagger} P={ }^{*} N \backslash P \cap{ }^{*} S$. Then

$$
\begin{aligned}
{ }^{\dagger}\left({ }^{*} \widehat{\phi}\right)^{\wedge}(a, m, k) & =\int_{{ }^{*} \Theta \cap^{\dagger} N \backslash^{\dagger} N}{ }^{*} \widehat{\phi}(a, n m, k) d n \\
& =\int_{{ }^{*} \Theta \cap^{\dagger} N \backslash^{\dagger} N} d n\left\{\int_{\Gamma \cap^{*} N \backslash{ }^{*} N} \phi\left(n_{1} n a m k^{-1}\right) d n_{1}\right\} d n \\
& =\int_{\Gamma \cap N \backslash N} \phi\left(n a m k^{-1}\right) d n,
\end{aligned}
$$

so that

$$
\begin{equation*}
{ }^{\dagger}\left({ }^{*} \widehat{\phi}\right)^{\wedge}(a, m, k)=\widehat{\phi}\left(a m k^{-1}\right) \tag{3.d}
\end{equation*}
$$

Suppose that $V^{\prime}$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \times\{1\} \backslash M \times K)$ and $W^{\prime}$ is an admissible subspace of the space of functions on ${ }^{*} K \times K$. As in the remarks preceding Lemma $3.5,{ }^{*} K$ is the projection on ${ }^{*} M$ of $K \cap{ }^{*} P$. If $\psi$ belongs to $\mathfrak{D}\left(V^{\prime}, W^{\prime}\right)$ then

$$
\int_{\dagger T \times\{1\}{ }^{*} M \times K} \psi(m, k) \widehat{\bar{\phi}}\left(a m k^{-1}\right) d m d k
$$

is equal to

$$
\int_{\dagger T \times\{1\} \backslash{ }^{*} M \times K}\left\{\int_{*_{K_{0}}} \psi\left(m k_{0}, k k_{0}\right) d k_{0}\right\} \widehat{\bar{\phi}}\left(a m k^{-1}\right) d m d k
$$

This equality will be referred to as (3.e). Suppose $\zeta(a)$ is a continuous function on ${ }^{*} A$ with compact support. Then we can define a function $\xi(g)$ on $T \backslash G$ by setting

$$
\xi\left(n a m k^{-1}\right)=\zeta(a) \int_{*_{K_{0}}} \psi\left(m k_{0}, k k_{0}\right)
$$

If $F^{\prime}$ is the set of irreducible representations of ${ }^{*} K \times K$ whose matrix elements span $W^{\prime}$, let $F$ be a finite set of irreducible representations of $K$ which contains the representations contragredient to the irreducible representations of $K$ occurring in the restrictions of the representations of $F^{\prime}$ to $K$. If $W$ is the space of functions on $K$ spanned by the matrix
elements of the representations in $F$ then, for each $g$ in $G, \xi(g k)$ is a function in $W$. It is also easy to see that there is an admissible subspace $V$ of $\mathcal{L}_{0}(\Theta \backslash M)$ such that $V^{\prime}$ is contained in $V \otimes W$ if $F$ is suitably chosen. Then $\xi(g)$ belongs to $\mathfrak{D}(V, W)$. Consequently

$$
\int_{*_{A}} \omega^{2}(a) \zeta(a)\left\{\int_{\dagger_{T \times\{1\} \backslash{ }^{*} M \times K}} \psi(m, k) \widehat{\bar{\phi}}\left(a m k^{-1}\right) d m d k\right\} d a
$$

is equal to

$$
\int_{T \backslash G} \xi(g) \widehat{\bar{\phi}}(g) d g=0
$$

Since $\zeta(a)$ is arbitrary we conclude that the left side of (3.e) is zero and hence that for each $a$ in ${ }^{*} A$ the function ${ }^{*} \widehat{\phi}(a, m, k)$ on ${ }^{*} M \times K$ satisfies the conditions of the lemma. By the induction assumption ${ }^{*} \widehat{\phi}(a, m, k)$, and hence ${ }^{*} \widehat{\phi}(g)$, is identically zero if the rank of ${ }^{*} P$ is positive.

Suppose $f_{1}, \ldots, f_{\ell}$ are once continuously differentiable functions on $G$ with compact support. Let $\phi_{1}=\lambda\left(f_{1}\right) \cdots \lambda\left(f_{k}\right) \phi$. It follows from Lemma 3.4 that there is a constant $c_{1}$ such that

$$
\left|\phi_{1}(g)\right| \leqslant c_{1} \eta^{r-\ell}\left(a^{(i)}(g)\right)
$$

if $g$ belongs to $\mathfrak{S}^{(i)}, 1 \leqslant i \leqslant m$. Let $\ell$ be some fixed integer greater than $r$ so that $\phi_{1}(g)$ is bounded and hence square integrable on $\Gamma \backslash G$. If $P$ is a cuspidal subgroup different from $G$ then

$$
\widehat{\phi}_{1}=\lambda\left(f_{1}\right) \cdots \lambda\left(f_{k}\right) \widehat{\phi}=0
$$

so that $\phi_{1}$ is a cusp form. The functions $f_{1}, \ldots, f_{\ell}$ can be so chosen that $f_{j}\left(k g k^{-1}\right)=f(g)$ for all $g$ and all $k$ and for $1 \leqslant j \leqslant \ell$ and $\phi_{1}(h)$ is arbitrarily close to $\phi(h)$ for any given $h$ in $G$. Consequently if it can be shown that $\phi_{1}$ is identically zero for all such $f_{1}, \ldots, f_{\ell}$ it will follow that $\phi$ is identically zero. Suppose $V$ is an admissible subspace of $\mathcal{L}_{0}(\Gamma \backslash G), W$ is an admissible subspace of the space of functions on $K$, and $\psi$ belongs to $\mathfrak{E}(V, W)$; then

$$
\int_{\Gamma \backslash G} \psi(g) \bar{\phi}_{1}(g) d g=\int_{\Gamma \backslash G} \lambda\left(f_{\ell}^{*}\right) \cdots \lambda\left(f_{1}^{*}\right) \psi(g) \bar{\phi}(g) d g=0
$$

since $\lambda\left(f_{\ell}^{*}\right) \cdots \lambda\left(f_{1}^{*}\right) \psi$ also belongs to $\mathfrak{E}(V, W)$. The functions $f_{j}^{*}$ are defined by $f_{j}^{*}(g)=$ $\bar{f}_{j}\left(g^{-1}\right)$. Since, as follows from Lemma 3.2, the space spanned by the various $\mathfrak{E}(V, W)$ is dense in $\mathcal{L}_{0}(\Gamma \backslash G)$ the function $\phi_{1}$ must be identically zero.

We also see from the above proof that if $\phi(g)$ satisfies the first condition of the lemma and if the cuspidal component of $\widehat{\phi}$ is zero for all cuspidal subgroups of rank at least $q$ then $\widehat{\phi}$ is identically zero for all cuspidal subgroups of rank at least $q$. Let us now prove a simple variant of the above lemma which will be used in Section 4.

Corollary. Suppose that $\phi$ belongs to $\mathcal{L}(\Gamma \backslash G)$ and that if $P$ is any cuspidal subgroup, $V$ an admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M), W$ an admissible subspace of the space of the functions of $K$, and $\psi$ an element of $\mathfrak{D}(V, W)$ then

$$
\int_{\Gamma \backslash G} \widehat{\psi}(g) \bar{\phi}(g) d g=0
$$

The function $\phi$ is then zero.

It is enough to show that if $f$ is a once continuously differentiable function on $G$ with compact support such that $f\left(k g k^{-1}\right)=f(g)$ for all $g$ and $k$ then $\lambda(f) \phi$ is identically zero. Let $\phi_{1}=\lambda(f) \phi$. Then, if $\psi$ belongs to $\mathfrak{D}(V, W)$ and $\psi_{1}=\lambda\left(f^{*}\right) \psi$,

$$
\begin{aligned}
\int_{T \backslash G} \psi(g) \widehat{\bar{\phi}}_{1}(g) d g & =\int_{T \backslash G} \psi_{1}(g) \widehat{\bar{\phi}}(g) d g \\
& =\int_{\Delta \backslash G} \psi_{1}(g) \bar{\phi}(g) d g \\
& =\int_{\Gamma \backslash G} \widehat{\psi}_{1}(g) \bar{\phi}(g) d g \\
& =0
\end{aligned}
$$

since $\psi_{1}$ also belongs to $\mathfrak{D}(V, W)$. If we can obtain a suitable estimate on $\phi_{1}$, we can conclude from the lemma that $\phi_{1}$ is identically zero. But $\lambda(f) \phi(g)$ is equal to

$$
\int_{G} \phi(g) f\left(g^{-1} h\right) d h=\int_{\Gamma \backslash G} \phi(h)\left\{\sum_{\Gamma} f\left(g^{-1} \gamma h\right)\right\} d h .
$$

Consequently $|\lambda(f) \phi(g)|$ is at most

$$
\left\{\int_{\Gamma \backslash G}|\phi(h)|^{2} d h\right\}^{1 / 2}\left\{\int_{\Gamma \backslash G} d h\right\}^{1 / 2}\left\{\sup _{h \in G} \sum_{\Gamma}\left|f\left(g^{-1} \gamma h\right)\right|\right\}
$$

Let $U$ be the support of $f$ and suppose that for all $h$ in $G$ the set $\{\gamma \mid \gamma h \in g U\}$ has at most $N(g)$ elements; then the above expression is less than or equal to a constant times $N(g)$. Let $\mathfrak{S}_{0}=\mathfrak{S}_{0}(\omega, t)$ be a Siegel domain associated to the percuspidal subgroup $P_{0}$; at the cost of increasing the size of $\mathfrak{S}_{0}$ it may be supposed that $\Delta_{0} \omega=S_{0}$. Let $\omega_{1}$ and $\omega_{2}$ be compact subsets of $S_{0}$ and $A_{0}$ respectively such that $K U$ is contained in $\omega_{1} \omega_{2} K$. Choose a number $t^{\prime}$ such that $A_{0}^{+}\left(t^{\prime}, \infty\right)$ contains the product of $\omega_{2}$ and $A_{0}^{+}(t, \infty)$ and let $\mathfrak{S}_{0}^{\prime}=\mathfrak{S}_{0}\left(\omega, t^{\prime}\right)$. Every element $\gamma^{\prime}$ of $\Gamma$ such that $\gamma^{\prime} h$ belongs to $g U$ can be written as a product $\delta \gamma$ in such a way that $\gamma h$ belongs to $\mathfrak{S}_{0}^{\prime}$ and $\delta \omega \cap \omega a_{0} \omega_{1} a_{0}^{-1}$ is not empty if $a_{0}=a_{0}(g)$. It follows from Lemma 2.11 that the number of choices for $\gamma$ is bounded independent of $h$. The condition on $\delta$ is that $a_{0}^{-1} \delta a_{0}$ is contained in $a_{0}^{-1} \omega a_{0} a_{0}^{-1} \omega^{-1} a_{0}$. But the union over all $a_{0}$ in $A_{0}^{+}(t, \infty)$ of these sets is contained in a compact set. We conclude first of all that the projection of $\delta$ on $M=N \backslash S$ must belong to a fixed compact set and therefore must be one of a finite number of points. Consequently $\delta$ can be written as a product of $\delta_{1} \delta_{2}$ where $\delta_{2}$ is one of a finite set of points, $\delta_{1}$ belongs to $\Gamma \cap N_{0}$, and $a_{0}^{-1} \delta_{1} a_{0}$ belongs to a fixed compact subset of $N_{0}$. The discussion preceding Lemma 3.1 shows that the number of choices for $\delta_{1}$ is at most a constant times $\omega^{-2}\left(a_{0}\right)$. Thus, on $\mathfrak{S}_{0}, N(g)$ can be taken as a constant times $\omega^{-2}\left(a_{0}(g)\right)$. The required estimate is now established.

## CHAPTER 4

## Eisenstein series

Let $P$ be a cuspidal subgroup of $G$, let $V$ be an admissible subspace of $\mathcal{L}(\Theta \backslash M)$, and let $W$ be the space of functions on $K$ spanned by the matrix elements of some representation of $K$. It will follow from Lemma 4.3 that $\mathfrak{E}(V, W)$ is finite-dimensional and thus by the argument used in Section 3 that every element of $\mathfrak{E}(V, W)$ is continuous. We assume then that $\mathfrak{E}(V, W)$ is a finite-dimensional space of continuous functions. If $\Phi$ is an element of $\mathfrak{E}(V, W)$ and $H$ belongs to $\mathfrak{a}_{c}$, the series

$$
\begin{equation*}
\sum_{\Delta \backslash \Gamma} \exp (\langle H(\gamma g), H\rangle+\rho(H(\gamma g))) \Phi(\gamma g) \tag{4.a}
\end{equation*}
$$

is called an Eisenstein series.
Lemma 4.1. The series (4.a) converges uniformly absolutely on compact subsets of the Cartesian product of

$$
\mathfrak{A}=\left\{H \in \mathfrak{a}_{c} \mid \operatorname{Re} \alpha_{i,}>\left\langle\alpha_{i,}, \rho\right\rangle, 1 \leqslant i \leqslant \operatorname{rank} P\right\}
$$

and $G_{0}$. If the sum is $E(g, \Phi, H)$ then $E(g, \Phi, H)$ is infinitely differentiable as a function of $g$ and $H$ and is analytic as a function of $H$ for each fixed $g$. Moreover if $P_{0}$ is a percuspidal subgroup of $G$ and $\mathfrak{S}_{0}$ a Siegel domain associated to $P_{0}$ there is a locally bounded function $c(H)$ on $\mathfrak{U}$ which depends only on the real part of $H$ such that, for $g$ in $\mathfrak{S}_{0}$,

$$
|E(g, \Phi, H)| \leqslant c(H) \exp \left(\left\langle H_{0}(g), \operatorname{Re} H\right\rangle+2 \rho\left(H_{0}(g)\right)-\rho\left(H_{0}^{\prime}(g)\right)\right)
$$

where $H_{0}^{\prime}(g)$ is the projection of $H_{0}(g)$ on $\mathfrak{a}$.
Let $\mathfrak{B}$ be the universal enveloping algebra of $\mathfrak{g}$. The map

$$
Y \rightarrow \frac{d f}{d t}(g \exp t Y)=\lambda(Y) f(g)
$$

of $\mathfrak{g}$ into the space of the left-invariant vector fields on $G$ can be extended to an isomorphism $X \rightarrow \lambda(X)$ of $\mathfrak{B}$ with the algebra of left-invariant differential operators on $G$ and the map

$$
Y \rightarrow \frac{d f}{d t}(\exp (-t Y) g)=\lambda^{\prime}(Y) f(g)
$$

of $\mathfrak{g}$ into the space of right-invariant vector fields on $G$ can be extended to an isomorphism $X \rightarrow \lambda^{\prime}(X)$ of $\mathfrak{B}$ with the algebra of right-invariant differential operators on $G$. If $f$ is an infinitely differentiable function on $G$ with compact support and if

$$
F(g, \Phi, H)=\exp (\langle H(g), H\rangle+\rho(H(g))) \Phi(g)
$$

with $\Phi$ in $\mathfrak{E}(V, W)$, then as we have observed above

$$
\begin{equation*}
\lambda(f) F(g, \Phi, H)=\exp (\langle H(g), H\rangle+\rho(H(g))) F(g, \pi(f, H) \Phi, H) \tag{4.b}
\end{equation*}
$$

It is easily verified that if $\phi(g)$ is any locally integrable function on $G$ then

$$
\lambda(X) \lambda(f) \phi(g)=\lambda\left(\lambda^{\prime}(X) f\right) \phi(g)
$$

Arguing as in the corollary to Lemma 3.3 we see that for a given $H_{0}$ there is an infinitely differentiable function $f_{0}$ with compact support such that $f_{0}\left(k g k^{-1}\right)=f_{0}(g)$ for all $g$ in $G$ and all $k$ in $K$ and such that $\pi\left(f_{0}, H_{0}\right)$ is the identity on $\mathfrak{E}(V, W)$. For $H$ close to $H_{0}$, $\pi\left(f_{0}, H\right)$ is non-singular and we see from 4.b) that for any such $H$

$$
\lambda(X) F(g, \Phi, H)=\exp (\langle H(g), H\rangle+\rho(H(g))) f(g, \pi(X, H) \Phi, H)
$$

if we define $\pi(X, H)$ to be $\pi\left(\lambda^{\prime}(X) f_{0}, H\right) \pi^{-1}\left(f_{0}, H\right)$. Of course $\pi(X, H)$ is independent of the choice of $f_{0}$. The map $(X, \Phi) \rightarrow \pi(X, H) \Phi$ can be extended to a linear map of $B \otimes \mathfrak{E}(V, W)$ into $\mathfrak{E}(V)$, if $\mathfrak{B}_{m}$ is the space spanned by

$$
\left\{X_{1} \cdots X_{k} \mid k \leqslant m, x_{i} \in \mathfrak{g}, 1 \leqslant i \leqslant k\right\}
$$

then $\mathfrak{B}_{m}$ is invariant under the adjoint group of $G$. If $k \in K$ and $\phi$ is a differentiable function then

$$
\lambda(\operatorname{Ad} k(X)) \lambda(k) \phi(g)=\lambda(k) \lambda(X) \phi(g)
$$

so that the map of $\mathfrak{B}_{m} \otimes \mathfrak{E}(V, W)$ into $\mathfrak{E}(V)$ commutes with $K$. If $W_{1}$ is the space of functions on $K$ which is spanned by the matrix elements of the representation of $K$ in $\mathfrak{B}_{m} \otimes W$ and if the degree of $X$ is at most $m$, then $\pi(X, H) \phi$ belongs to $\mathfrak{E}\left(V, W_{1}\right)$. Consequently the second assertion of the lemma follows immediately from the first.

To prove the last assertion we will estimate the series

$$
\sum_{\Delta \backslash \Gamma}|\exp (\langle H(\gamma g), H\rangle+\rho(H(\gamma g))) \Phi(\gamma g)|
$$

which equals

$$
\begin{equation*}
\sum_{\Delta \backslash \Gamma} \exp (\langle H(\gamma g), \operatorname{Re} H\rangle+\rho(H(\gamma g)))|\Phi(\gamma g)| \tag{4.c}
\end{equation*}
$$

so that it may as well be supposed that $H$ is real. To prove the first assertion it is enough to show that the second series is uniformly convergent on compact subsets of $\mathfrak{A} \times G$. It follows from Lemma 2.5 that if $C$ is a compact subset of $\mathfrak{A}$ there is a constant $\mu$ such that

$$
\alpha_{, i}(H(\gamma g)) \leqslant \mu, \quad 1 \leqslant i \leqslant q
$$

for $\gamma$ in $\Gamma$ and $g$ in $C$. This number $q$ is of course the rank of $P$. If $C_{1}$ is a compact subset of $\mathfrak{A}$ and if $H_{0}$ is such that $\alpha_{, i}\left(H_{0}\right) \leqslant \operatorname{Re} \alpha_{, i}(H)$ for all $H$ in $C_{1}$ and $1 \leqslant i \leqslant q$ then

$$
|\exp (\langle H(\gamma g), H\rangle+\rho(H(\gamma g)))| \leqslant c \exp \left(\left\langle H(\gamma g), H_{0}\right\rangle+\rho(H(\gamma g))\right)
$$

for all $H$ in $C_{1}$ and all $g$ in $C$. Here $c$ is some constant depending on $\mu$. To prove the first assertion it is then enough to prove that the series (4.c) converges uniformly for $H_{0}$ fixed and for $g$ in a compact subset of $G$.

Given $H_{0}$ choose $f_{0}(g)$ as above so that $\pi\left(f_{0}, H\right)$ is the identity on $\mathfrak{E}(V, W)$. Then

$$
F\left(\gamma g, \Phi, H_{0}\right)=\int_{G} F\left(\gamma g, \Phi, H_{0}\right) f_{0}\left(g^{-1} h\right) d h
$$

Let $C_{2}$ be the support of $f_{0}$ and let $C_{3}=C C_{2}$; then if $g$ belongs to $C$ the series on the right is dominated by

$$
M \sum_{\Delta \backslash \Gamma} \int_{C_{3}}\left|F\left(\gamma h, \Phi, H_{0}\right)\right| d h
$$

if $M=\sup _{h \in G}|f(h)|$. If the numbers of elements in $\left\{\gamma \mid \gamma g \in C_{3}\right\}$ is less than or equal to $N$ for all $g$ in $G$ and if $C_{4}$ is the projection of $C_{3}$ on $\Gamma \backslash G$, the sum above is at most $N$ times

$$
\int_{C_{4}} \sum_{\Delta \backslash \Gamma}\left|F\left(\gamma h, \Phi, H_{0}\right)\right| d h \leqslant \int_{C_{5}}\left|F\left(h, \Phi, H_{0}\right)\right| d h
$$

where $C_{5}$ is the projection on $T \backslash G$ of $\Gamma C_{3}$. To prove the first assertion it has merely to be shown that the integral on the right is finite. Before doing this we return to the last assertion. If $H$ is in a sufficiently small neighbourhood of $H_{0}$ then $\pi\left(f_{0}, H\right)$ is non-singular on $\mathfrak{E}(V, W)$ and if $\Phi \in \mathfrak{E}(V, W)$ then

$$
2\left\|\pi\left(f, H_{0}\right) \Phi\right\| \geqslant\|\Phi\|
$$

Given $\Psi$ in $\mathfrak{E}(V, W)$ and $H$ in this neighbourhood choose $\Phi$ so that $\pi\left(f_{0}, H\right) \Phi=\Psi$. Then

$$
|F(\gamma g, \Psi, H)| \leqslant \int_{G}|F(\gamma h, \Phi, H)|\left|f_{0}\left(g^{-1} h\right)\right| d h
$$

so that to estimate the series (4.c) and establish the last assertion it will be enough to show that there is a locally bounded function $c_{1}(H)$ on $\mathfrak{A}$ such that for $g$ in $\mathfrak{S}_{0}, \Phi$ in $\mathfrak{E}(V, W)$, and $H$ real and in $\mathfrak{A}$

$$
\begin{equation*}
\sum_{\Delta \backslash \Gamma} \int_{G}|F(h, \Phi, H)|\left|f_{0}\left(g^{-1} \gamma^{-1} h\right)\right| d h \tag{4.d}
\end{equation*}
$$

is at most

$$
c_{1}(H)\|\Phi\| \exp \left(\left\langle H_{0}(g), H\right\rangle+2 \rho\left(H_{0}(g)\right)-\rho\left(H_{0}^{\prime}(g)\right)\right) .
$$

The expression (4.d) equals

$$
\int_{\Delta \backslash G}|F(h, \Phi, H)|\left\{\sum_{\Gamma}\left|f_{0}\left(g^{-1} \gamma^{-1} h\right)\right|\right\} d h \leqslant c \omega^{-2}\left(a_{0}(g)\right) \int_{C(g)}|F(h, \Phi, H)| d h
$$

if $g$ is in $\mathfrak{S}_{0}$. The set $C(g)$ is the projection on $T \backslash G$ of $\Gamma g C_{2}$ and $c$ is some constant. The inequality is a consequence of the estimate used to prove the corollary to Lemma 3.7. Lemma 2.10 can be used to prove that $\Gamma g C_{2}$ is contained in

$$
\left\{s \exp \left(H+H_{0}^{\prime}(g)\right) k \mid s \in S, k \in K, H \in{ }^{+} \mathfrak{a}(-\infty, \mu)\right\}
$$

where $\mu$ is some constant. The integral is at most $\exp \left(\left\langle H_{0}^{\prime}(g), H\right\rangle-\rho\left(H_{0}^{\prime}(g)\right)\right)$ times

$$
\int_{+\mathfrak{a}(-\infty, \mu)} \exp (\langle X, H\rangle-\rho(X))|d x| \int_{\Theta \backslash M \times K}|\Phi(m k)| d m d k
$$

The second integral is at most $\mu(\Theta \backslash M)^{1 / 2}\|\Phi\|$ and the first is a constant times

$$
\prod_{i=1}^{q}\left\{\left(\alpha_{i,}(H)-\left\langle\alpha_{i}, \rho\right\rangle\right)^{-1} \exp \mu \alpha_{i},(H)\right\}
$$

This completes the proof of both the first and the last assertion.

Two remarks should now be made. The first is that if $C$ is a compact subset of $\Gamma \backslash G$ and $\varepsilon$ is a positive number there is a constant $c$ and a point $H_{0}$ in $\mathfrak{a}$ such that if

$$
\operatorname{Re}\left(\alpha_{i},(h)\right)>\left\langle\alpha_{i,}, \rho\right\rangle+\varepsilon
$$

for $1 \leqslant i \leqslant q$ and $\Phi$ is in $\mathfrak{E}(V, W)$ then, for $g$ in $C$,

$$
|E(g, \Phi, H)| \leqslant c\|\Phi\| \exp \left\langle H_{0}, \operatorname{Re} H\right\rangle
$$

The second is that if $X$ belongs to $\mathfrak{B}$, then

$$
\lambda(X) E(g, \Phi, H)=E(g, \pi(X, H) \Phi, H)
$$

Both statements have been essentially proved in the course of proving the above lemma.
We can in particular choose $V$ and $W$ to be the space of constant functions on $M$ and $K$ respectively. It is clear that if $\Phi(g) \equiv 1$ and $H$ is real then

$$
E(g, \Phi, H) \geqslant F(g, \Phi, H)
$$

This observation will allow us to prove a variant of Lemma 4.1 which will be used in the proof of the functional equations for the Eisenstein series in several variables. Suppose that ${ }^{*} P$ is a cuspidal subgroup belonging to $P$ and $\phi(g)$ a function on ${ }^{*} A^{*} T \backslash G$. The orthogonal complement ${ }^{\dagger} \mathfrak{a}$ of $\mathfrak{a}$ in $\mathfrak{a}$ can be regarded as the split component of ${ }^{\dagger} P={ }^{*} N \backslash P \cap{ }^{*} S$. It is contained in ${ }^{\dagger} \mathfrak{h}$, the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{h}$, which in turn can be regarded as the split component of the percuspidal subgroups of ${ }^{*} M$. Suppose that there is a point ${ }^{\dagger} H$ in ${ }^{\dagger} \mathfrak{a}$ such that if ${ }^{\dagger} \mathfrak{S}_{0}$ is a Siegel domain associated to the percuspidal subgroup ${ }^{\dagger} P_{0}$ of ${ }^{*} M$ then

$$
|\phi(m k)| \leqslant c \exp \left(\left\langle{ }^{\dagger} H_{0}(m),{ }^{\dagger} H\right\rangle+\rho\left({ }^{\dagger} H_{0}^{\prime}(m)\right)\right)
$$

if $m$ belongs to ${ }^{\dagger} \gamma_{0}$ and $k$ belongs to $K$. Here ${ }^{\dagger} H_{0}^{\prime}(m)$ is the projection of ${ }^{\dagger} H_{0}(m)$ on ${ }^{\dagger} \mathfrak{a}$. Suppose * $H$ belongs to ${ }^{*} \mathfrak{a}_{c}$. Let us verify that the series

$$
\sum_{* \Delta \backslash \Gamma} \exp \left(\left\langle{ }^{*} H(\gamma g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(\gamma g)\right) \phi(\gamma g)\right)
$$

converges absolutely if $H={ }^{*} H+{ }^{\dagger} H$ belongs to $\mathfrak{a}$. Suppose that $P_{01}, \ldots, P_{0 r}$ are percuspidal subgroups of $G$ to which ${ }^{*} P$ belongs and ${ }^{\dagger} \mathfrak{S}_{1}, \ldots,{ }^{\dagger} \mathfrak{S}_{r}$ are Siegel domains of ${ }^{*} M$, associated to the groups ${ }^{\dagger} P_{01}, \ldots,{ }^{\dagger} P_{0 r}$ respectively, such that $\bigcup_{i=1}^{r}{ }^{\dagger} \mathfrak{S}_{i}$ covers ${ }^{*} \Theta \backslash{ }^{*} M$. Let $P_{1}, \ldots, P_{r}$ be the cuspidal subgroups with the split component $\mathfrak{a}$ belonging to $P_{01}, \ldots, P_{0 r}$ respectively. The function $|\phi(g)|$ is bounded by a constant multiple of

$$
\sum_{i=1}^{r} \sum_{\Delta_{i} \wedge^{*} \Delta} \exp \left(\left\langle H_{i}(\delta g),{ }^{\dagger} H\right\rangle+\rho\left({ }^{\dagger} H_{0 i}^{\prime}(\delta g)\right)\right)
$$

which equals

$$
\sum_{i=1}^{r} \sum_{\dagger \Delta_{i} \backslash^{*} \Theta} \exp \left(\left\langle{ }^{\dagger} H_{i}(\theta m),{ }^{\dagger} H\right\rangle+\rho\left({ }^{\dagger} H_{0 i}^{\prime}(\theta g)\right)\right)
$$

if $g=n a m k$ with $n$ in ${ }^{*} N, a$ in ${ }^{*} A, m$ in ${ }^{*} M$, and $k$ in $K$ and if ${ }^{\dagger} H_{0 i}^{\prime}(g)$ is the projection of $H_{0 i}(g)$ on ${ }^{\dagger} \mathfrak{a}$. Since

$$
\left\langle H_{i}(g), H\right\rangle+\rho\left(H_{i}(g)\right)=\left\langle{ }^{*} H(g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(g)\right)+\left\langle H_{i}(g),{ }^{\dagger} H\right\rangle+\rho\left({ }^{\dagger} H_{0 i}^{\prime}(\delta g)\right)
$$

the assertion is seen to follow from the lemma. The assertion has now to be refined slightly.

Suppose that in Lemma 2.10 the parabolic group is a percuspidal subgroup. If $s$ belongs to $\Omega(\mathfrak{h}, \mathfrak{h})$ then $\lambda$ can be taken to be the linear function defined by $\lambda(H)=d_{i} \alpha_{, i}(s H)$. We infer from the lemma that $\alpha_{, i}(H)-\alpha_{, i}(s H)$ is non-negative on $\mathfrak{h}^{+}$. It will be seen eventually that if $\mathfrak{a}$ and $\mathfrak{b}$ are distinguished subspaces of $\mathfrak{h}$ then $\Omega(\mathfrak{a}, \mathfrak{b})$ is the set of linear transformations from $\mathfrak{a}$ to $\mathfrak{b}$ obtained by restricting to $\mathfrak{a}$ those elements of $\Omega(\mathfrak{h}, \mathfrak{h})$ which take $\mathfrak{a}$ onto $\mathfrak{b}$. It follows readily that if $H$ belongs to $\mathfrak{a}^{+}$and $s$ belongs to $\Omega(\mathfrak{a}, \mathfrak{b})$ then $H-s H$ belongs to ${ }^{+} \mathfrak{h}$.

Suppose that ${ }^{*} P$ and $P$ are as before but that the function $\phi(g)$ on ${ }^{*} A^{*} T \backslash G$ satisfies

$$
|\phi(m k)| \leqslant c \sum_{i=1}^{n} \sum_{s \in \uparrow \Omega\left(\mathfrak{a}, \mathfrak{a}_{i}\right)} \exp \left(\left\langle{ }^{\dagger} H_{0}(m), s\left({ }^{\dagger} H\right)\right\rangle+\rho\left(H_{0}^{\prime}(m)\right)\right)
$$

Here $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{n}$ are the distinguished subspaces of $\mathfrak{h}$ such that ${ }^{\dagger} \Omega\left(\mathfrak{a}, \mathfrak{a}_{i}\right)$, which is the set of all linear transformations from $\mathfrak{a}$ to $\mathfrak{a}_{i}$ induced by elements of $\Omega(\mathfrak{h}, \mathfrak{h})$ that leave each point ${ }^{*} \mathfrak{a}$ fixed, is not empty. Combining the result of the previous paragraph with the convexity of the exponential function we see that

$$
\sum_{* \Delta \backslash \Gamma} \exp \left(\left\langle{ }^{*} H(\gamma g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(\gamma g)\right)\right) \phi(\gamma g)
$$

converges if ${ }^{*} H+{ }^{\dagger} H$ belongs to the convex hull of

$$
\bigcup_{i=1}^{n} \bigcup_{s \in \dagger \Omega\left(\mathfrak{a}, \mathfrak{a}_{i}\right)} s^{-1}\left(\mathfrak{a}_{i}\right)
$$

There is no need to be explicit about the sense in which the convergence is uniform.
For the further study of Eisenstein series some facts about differential operators on $G$ must be reviewed. In $[9]$ it has been shown that $\mathfrak{Z}$, the centre of $\mathfrak{B}$, is isomorphic to the algebra $\mathfrak{J}$ of polynomials on $\mathfrak{j}_{c}$ invariant under the Weyl group $\Omega$ of $\mathfrak{g}_{c}$. Let this isomorphism take $X$ in $\mathfrak{Z}$ to $p_{X}$. For our purposes the form of the isomorphism is of some importance. If $P$ is a split parabolic subgroup of $G$ with $A$ as a split component and if $\alpha$ is in $Q$ let

$$
\mathfrak{n}_{\alpha}^{-}=\{X \in \mathfrak{g} \mid[H, x]=-\alpha(H) X \text { for all } H \text { in } \mathfrak{a}\} .
$$

If $\mathfrak{n}^{-}=\sum_{\alpha \in Q} \mathfrak{n}_{\alpha}^{-}$then $\mathfrak{g}_{c}=\mathfrak{n}_{c}+\mathfrak{a}_{c}+\mathfrak{m}_{c}+\mathfrak{n}_{c}^{-}$. If the universal enveloping algebras of $\mathfrak{n}, \mathfrak{a}, \mathfrak{m}$, $\mathfrak{n}^{-}$are $\mathfrak{N}, \mathfrak{A}, \mathfrak{M}, \mathfrak{N}^{-}$respectively then the map

$$
X_{1} \otimes X_{2} \otimes X_{3} \otimes X_{4} \rightarrow X_{1} X_{2} X_{3} X_{4}
$$

extends to a vector space isomorphism of $\mathfrak{N} \otimes \mathfrak{A} \otimes \mathfrak{M} \otimes \mathfrak{N}^{-}$with $\mathfrak{B}$. Identify the image of $1 \otimes \mathfrak{A} \otimes \mathfrak{M} \otimes 1$ with $\mathfrak{A} \otimes \mathfrak{M}$. If $X$ belongs to $\mathfrak{Z}$ then $X$ is congruent modulo $\mathfrak{n}_{c} \mathfrak{B}$ to a unique element $X_{1}$ in $\mathfrak{A} \otimes \mathfrak{M}$, say $X=X_{1}+X_{2}$. If $\mathfrak{Z}^{\prime}$ is the centre of $\mathfrak{M}$ it is clear that $X_{1}$ belongs to $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$. The advantage of this decomposition for us rests on the fact that if $X$ belongs to $\mathfrak{Z}$ then $\lambda(X)=\lambda^{\prime}\left(X^{\prime}\right)$ if $X^{\prime}$ is the result of applying to $X$ the anti-automorphism of $\mathfrak{B}$ which sends $Y$ in $\mathfrak{g}$ to $-Y$. Thus, if $\phi(g)$ is a function on $N \backslash G, \lambda(X) \phi(g)=\lambda^{\prime}\left(X_{1}^{\prime}\right) \phi(g)$. Let $\mathfrak{j}_{c}=\mathfrak{a}_{i} \oplus \mathfrak{j}_{c}^{\prime}$ where $\mathfrak{j}_{c}^{\prime}$ is the Cartan subalgebra of $\mathfrak{m}_{c}$. There is of course an isomorphism of $\mathfrak{Z}^{\prime}$ with the algebra $\mathfrak{J}^{\prime}$ of polynomials on $\mathfrak{j}_{c}^{\prime}$ invariant under the Weyl group of $\mathfrak{m}_{c}$. Let $X \rightarrow p_{X}$ be that isomorphism of $\mathfrak{A}$ with the algebra of polynomials on $\mathfrak{a}_{c}$ which assigns to $Y$ in $\mathfrak{a}$ the polynomial $p_{Y}(H)=\langle H, H\rangle+\rho(H)$. Since $\mathfrak{j}_{c}$ is the direct sum of $\mathfrak{a}_{c}$ and $\mathfrak{j}_{c}^{\prime}$ a polynomial on either of the latter defines a polynomial on $\mathfrak{j}_{c}$. If $X=\sum X_{i} \otimes Y_{i}$ belongs to $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$ let $p_{X}=\sum p_{X_{i}} p_{Y_{i}}$. The image of $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$ is the set $\mathfrak{J}_{1}$ of all polynomials on $\mathfrak{j}_{c}$ invariant under the Weyl group $\Omega^{\prime}$ of $\mathfrak{a}_{c}+\mathfrak{m}_{c}$. If $X$ belongs to $\mathfrak{Z}$ and $X=X_{1}+X_{2}$ as above
then $p_{X}=p_{X_{1}}$. The module $\mathfrak{J}_{1}$ is finite over $\mathfrak{J}$ and so is the set of all polynomials on $\mathfrak{j}_{c}$. If $X \rightarrow \xi(X)$ is a homomorphism of $\mathfrak{J}$ or $\mathfrak{J}^{\prime}$ into the complex numbers there is a point $Z$ in $\mathfrak{j}_{c}$ or in $\mathfrak{j}_{c}^{\prime}$ respectively such that $\xi(X)=p_{X}(Z)$.

If $P$ is a cuspidal subgroup and $V$ is an admissible subspace of $\mathcal{L}(\Theta \backslash M)$ then $V$ can be written as a direct sum,

$$
{\underset{i n}{i=1}}_{v_{i}}
$$

where $V_{i}$ is closed and invariant under the action of the connected component of $M$ and $\lambda(X) \phi=p_{X}\left(Z_{i}^{\prime}\right) \phi$ if $\phi$ belongs to $V_{i}$ and $X$ belongs to $\mathfrak{Z}^{\prime}, Z_{i}^{\prime}$ being some point in $\mathfrak{j}_{c}^{\prime}$. Although $V_{i}$ is not admissible we can still define $\mathfrak{E}\left(V_{i}, W\right)$ and $\mathfrak{E}(V, W)=\bigoplus_{i=1}^{r} \mathfrak{E}\left(V_{i}, W\right)$. If $\Phi$ belongs to $\mathfrak{E}\left(V_{i}, W\right), X$ belongs to $\mathfrak{Z}$, and $X=X_{1}+X_{2}$ as above then

$$
\begin{aligned}
\lambda(X) F(g, \Phi, H) & =\lambda^{\prime}\left(X_{1}^{\prime}\right) F(g, \Phi, H) \\
& =\sum_{j} \lambda^{\prime}\left(U_{j}^{\prime}\right) \exp (\langle H(g), H\rangle+\rho(H(g))) p_{Y_{j}}\left(Z_{i}\right) \Phi(g) \\
& =\sum_{j} p_{U_{j}}(H) p_{Y_{j}}\left(Z_{i}^{\prime}\right) F(g, \Phi, H) \\
& =p_{X}\left(Z_{i}\right) F(g, \Phi, H)
\end{aligned}
$$

if $X_{1}=\sum_{j} U_{j} \otimes Y_{j}$ and $Z_{i}=H+Z_{i}^{\prime}$. Thus

$$
\begin{equation*}
\lambda(X) E(g, \Phi, H)=p_{X}\left(Z_{i}\right) E(g, \Phi, H) \tag{4.e}
\end{equation*}
$$

Lemma 4.2. Let $P$ be a cuspidal subgroup of $G$; let $\phi$ be an infinitely differentiable function on $N \backslash G$; and suppose that there is an integer $\ell$ and a $Z$ in $\mathfrak{j}_{c}$ such that, for all $X$ in $\mathfrak{Z}$, $\left(\lambda(X)-p_{X}(z)\right)^{\ell} \phi=0$. Let $k=\left[\Omega: \Omega^{\prime}\right]$. If $\left\{p_{j}\right\}$ is a basis for the polynomials on $\mathfrak{a}$ of degree at most $k^{2} \ell$, if $\left\{Z_{1}, \ldots, Z_{t}\right\}$ is a set of representatives of the orbits of $\Omega^{\prime}$ in $\Omega Z$, and $Z_{i}=H_{i}+Z_{i}^{\prime}$ with $H_{i}$ in $\mathfrak{a}_{c}$ and $Z_{i}^{\prime}$ in $\mathfrak{j}_{c}^{\prime}$ then there are unique functions $\phi_{i j}$ on $N A \backslash G$ such that

$$
\left(\lambda^{\prime}\left(X^{\prime}\right)-p_{X}\left(Z_{i}^{\prime}\right)\right)^{k^{2} \ell} \phi_{i j}=0
$$

if $X$ belong to $\mathfrak{Z}^{\prime}$ and

$$
\phi(g)=\sum_{i=1}^{t} \exp \left(\left\langle H(g), H_{i}\right\rangle+\rho(H(g))\right)\left\{\sum p_{j}(H(g)) \phi_{i j}(g)\right\} .
$$

If $\left\{Y_{1}, \ldots, Y_{u}\right\}$ generate $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$ over the image of $\mathfrak{Z}$ and if $\left\{X_{1}, \ldots, X_{v}\right\}$ generate $\mathfrak{Z}$ the linear space $\mathfrak{W}$ spanned by

$$
\left\{\lambda^{\prime}\left(X_{1}^{\prime}\right)^{\alpha_{1}} \cdots \lambda^{\prime}\left(X_{v}^{\prime}\right)^{\alpha_{v}} \lambda^{\prime}\left(Y_{j}^{\prime}\right) \phi \mid 1 \leqslant \alpha_{i} \leqslant \ell, 1 \leqslant j \leqslant u\right\}
$$

if finite-dimensional and is invariant under $\lambda^{\prime}\left(X^{\prime}\right)$ for $X^{\prime}$ in $\mathfrak{A} \otimes \mathfrak{J}^{\prime}$. Since $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$ is commutative one has a representation of this algebra on $\mathfrak{W J}$. Let $\mathfrak{K}$ be a set of representatives for the left-cosets of $\Omega^{\prime}$ in $\Omega$ and if $s \in \Omega$ and $p$ is a polynomial on $\mathfrak{j}_{c}$ let $p^{s}(W)=p(s W)$ for $W$ in $\mathfrak{j}_{c}$. If $X$ belongs to $\mathfrak{A} \otimes \mathfrak{Z}^{\prime}$ the polynomial

$$
p(U)=\prod_{s \in K}\left(U-p_{X}^{s}\right)
$$

has coefficients in $\mathfrak{J}$; by means of the isomorphism between $\mathfrak{J}$ and $\mathfrak{Z}$ it defines a polynomial $q$ with coefficients in $\mathfrak{Z}$ and $q(X)=0$. If $p(U, Z)$ is the polynomial

$$
\prod_{s \in K}\left(U-p_{X}(s Z)\right)
$$

with constant coefficients then, restricted to $\mathfrak{W}$,

$$
\left(p\left(\lambda^{\prime}\left(X^{\prime}\right), Z\right)-\lambda^{\prime}\left(p\left(X^{\prime}\right)\right)\right)^{k \ell}=0
$$

So

$$
\prod_{s \in \mathfrak{K}}\left(\lambda^{\prime}\left(X^{\prime}\right)-p_{X}(s Z)\right)^{k \ell}=0
$$

From this it follows immediately that $\mathfrak{W}$ is the direct sum of spaces $\mathfrak{W}_{1}, \ldots, \mathfrak{W}_{t}$ with

$$
\mathfrak{W}_{i}=\left\{\psi \in \mathfrak{W} \mid\left(\lambda^{\prime}\left(X^{\prime}\right)-p_{X}\left(Z_{i}\right)\right)^{k^{2} \ell}=0 \text { for all } X \text { in } \mathfrak{A} \otimes \mathfrak{Z}^{\prime}\right\} .
$$

Then $\phi$ can be written uniquely as $\sum_{i=1}^{t} \phi_{i}^{\prime}$ with $\phi_{i}^{\prime}$ in $\mathfrak{W}_{i}$. Suppose $\psi$ belongs to $\mathfrak{W}_{i}$ for some $i$. If $g$ is fixed in $G$ let $\psi(a, g)$ be the function $\psi(a g)$ on $A$. If $X$ belongs to $\mathfrak{A}$ then

$$
\left(\lambda(X)-p_{X}\left(H_{i}\right)\right)^{k^{2} \ell} \psi(a, g)=0
$$

This implies that

$$
\psi(\exp H, g)=\exp \left(\left\langle H, H_{i}\right\rangle+\rho(H)\right) \sum_{j} \psi_{j}^{\prime}(g) p_{j}(H)
$$

where the functions $\psi_{j}^{\prime}(g)$ are uniquely determined and infinitely differentiable. If $a^{\prime}=\exp H^{\prime}$ let

$$
\exp \left(\left\langle H-H^{\prime}, H_{i}\right\rangle+\rho\left(H-H^{\prime}\right)\right) p_{m}\left(H-H^{\prime}\right)=\sum_{j} \tau_{j m}\left(a^{\prime}\right) \exp \left(\left\langle H, H_{i}\right\rangle+\rho(H)\right) p_{j}(H)
$$

Since $\psi\left(a^{\prime-1} a, a^{\prime} g\right)=\psi(a g)$ we have

$$
\sum_{j} \tau_{m j}\left(a^{\prime}\right) \psi_{j}^{\prime}\left(a^{\prime} g\right)=\psi_{m}^{\prime}(g)
$$

Consequently

$$
\psi_{j}(g)=\sum_{m} \tau_{j m}(a(g)) \psi_{m}^{\prime}(g)
$$

is a function on $A \backslash G$ and

$$
\psi(g)=\sum_{m} \psi_{m}^{\prime}(g) p_{m}(0)=\exp (\langle H(g), H\rangle+\rho(H(g)))\left\{\sum_{j} \psi_{j}(g) p_{j}(H(g))\right\}
$$

Since the functions $\psi_{j}(g)$ are readily seen to be functions on $N \backslash G$ the lemma follows.
Two remarks should be made in connection with this lemma. The first is just that if $\phi$ is a function on $T \backslash G$ then, for all $i$ and $j, \phi_{i j}$ will be a function on $A T \backslash G$. For the second, suppose that $\ell=1$ and suppose that there is a subset $\left\{Z_{1}, \ldots, Z_{u}\right\}$ of $\left\{Z_{1}, \ldots, Z_{t}\right\}$ such that $\phi_{i j}$ is identically zero unless $1 \leqslant i \leqslant u$. Suppose moreover that for $1 \leqslant i \leqslant u$ there is a unique element $s_{i}$ in $\mathfrak{K}$ such that $s_{i} Z=Z_{i}$ and that

$$
H_{i}=H_{j}, \quad 1 \leqslant j \leqslant t
$$

implies $Z_{i}=Z_{j}$. Referring back to the proof we see that

$$
p\left(\lambda^{\prime}\left(X^{\prime}\right), Z\right)-\lambda^{\prime}\left(p\left(X^{\prime}\right)\right)=0
$$

so

$$
\prod_{s \in \mathfrak{K}}\left(\lambda^{\prime}\left(X^{\prime}\right)-p_{X}(s Z)\right)=0
$$

If $X$ belongs to $\mathfrak{A}$ we see also that

$$
\prod_{i=1}^{r}\left(\lambda(X)-p_{X}\left(H_{i}\right)\right) \phi=0
$$

Hence

$$
\lambda(X) \phi_{i}^{\prime}=p_{X}\left(H_{i}\right) \phi_{i}^{\prime}
$$

and

$$
\begin{equation*}
\phi(g)=\sum_{i=1}^{u} \exp \left(\left\langle H(g), H_{i}\right\rangle+\rho(H(g))\right) \phi_{i}(g) \tag{4.f}
\end{equation*}
$$

where $\phi_{i}(g)$ is a function on $N A \backslash G$ such that

$$
\lambda^{\prime}\left(X^{\prime}\right) \phi_{i}=p_{X}\left(Z_{i}^{\prime}\right) \phi_{i}
$$

is $X$ belongs to $\mathfrak{Z}^{\prime}$.
If $\ell$ is a fixed integer, $Z_{1}, \ldots, Z_{m}$ points in $\mathfrak{j}_{c}$, and $\sigma_{1}, \ldots, \sigma_{n}$ irreducible representations of $K$ let

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell\right)
$$

be the set of infinitely differentiably functions $\phi$ on $\Gamma \backslash G$ such that

$$
\prod_{i=1}^{m}\left(\lambda(X)-p_{X}\left(Z_{i}\right)\right)^{\ell} \phi=0
$$

for every $X$ in $\mathfrak{Z},\{\lambda(k) \phi \mid k \in K\}$ spans a finite-dimensional space such that the restriction of $\lambda(k), k \in K$, to this space contains only irreducible representations equivalent to one of $\sigma_{1}, \ldots, \sigma_{n}$, and there is a constant $r$ such that for any Siegel domain $\mathfrak{S}$, associated to a percuspidal subgroup $P$, there is a constant $c$ such that

$$
|\phi(g)| \leqslant c \eta^{r}(a(g))
$$

for $g$ in $\mathfrak{S}$. The following lemma is essentially the same as the one stated in [14].
Lemma 4.3. The space

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell\right)
$$

is finite-dimensional.
There is no less of generality in assuming that $Z_{i}$ and $Z_{j}$ do not belong to the same orbit under $\Omega$ unless $i=j$. Then

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell\right)
$$

is the direct sum of

$$
\mathfrak{H}\left(Z_{i}, \sigma_{1}, \ldots, \sigma_{n} ; \ell\right), \quad 1 \leqslant i \leqslant m
$$

In other words it can be assumed that $m=1$. Let

$$
\mathfrak{H}\left(Z, \sigma_{1}, \ldots, \sigma_{n} ; \ell\right)=\mathfrak{H}
$$

The first step is to show that the set $\mathfrak{H}_{0}$ of all functions $\phi$ in $\mathfrak{H}$ such that

$$
\int_{\Gamma \cap N \backslash N} \phi(n g) d n \equiv 0
$$

for all cuspidal subgroups except $G$ itself is finite-dimensional. From Lemma 3.4 we see that $\mathfrak{H}_{0} \cap \mathcal{L}_{0}(\Gamma \backslash G)$ is finite-dimensional. Consequently to prove that $\mathfrak{H}_{0}$ is finite-dimensional it would be enough to show that $\mathfrak{H}_{0}$ is contained in $\mathcal{L}_{0}(\Gamma \backslash G)$. If $s$ is a real number let $\mathfrak{H}_{0}(s)$ be the set of functions in $\mathfrak{H}_{0}$ such that for any Siegel domain $\mathfrak{S}$ there is a constant $c$ such that

$$
|\phi(g)| \leqslant c \eta^{s}(a(g))
$$

for $g$ in $\mathfrak{S}$. Since

$$
\mathfrak{H}_{0}=\bigcup_{s \in \mathbf{R}} \mathfrak{H}_{0}(s)
$$

it must be shown that $\mathfrak{H}_{0}(s)$ is contained in $\mathcal{L}_{0}(\Gamma \backslash G)$. This is certainly true if $s=0$ and if it is true for $s_{1}$ it is true for all $s$ less than $s_{1}$. If it is not true in general let $s_{0}$ be the least upper bound of all the $s$ for which it is true. If $f$ is once continuously differentiable with compact support and, for all $g$ and $k$,

$$
f\left(k g k^{-1}\right)=f(g)
$$

then $\lambda(f)$ takes $\mathfrak{H}$ and $\mathfrak{H}_{0}$ into themselves. Indeed according to Lemma 3.3 if $\phi$ belongs to $\mathfrak{H}_{0}\left(s_{0}+\frac{1}{2}\right)$ then $\lambda(f) \phi$ belongs to $\mathfrak{H}_{0}\left(s_{0}-\frac{1}{2}\right)$ and hence to $\mathfrak{H}_{0} \cap \mathcal{L}_{0}(\Gamma \backslash G)$. There is a sequence $\left\{f_{n}\right\}$ of such functions such that $\lambda\left(f_{n}\right) \phi$ converges uniformly to $\phi$ on compact sets. Since $\left\{\lambda\left(f_{n}\right) \phi\right\}$ belongs to $\mathfrak{H}_{0} \cap \mathcal{L}_{0}(\Gamma \backslash G)$ which is finite-dimensional so does $\phi$. This is a contradiction. We have in particular proved the lemma if the percuspidal subgroups of $G$ are of rank 0 so that we can use induction on the rank of the percuspidal subgroups of $G$. To complete the proof it will be enough to show that the range of the map $\phi \rightarrow \widehat{\phi}$ where

$$
\widehat{\phi}(g)=\int_{\Gamma \cap N \backslash N} \phi(n g) d n
$$

is finite-dimensional for every cuspidal subgroup of rank one. According to the previous lemma there is a finite set $\left\{Z_{1}, \ldots, Z_{t}\right\}$ of elements of $\mathfrak{j}_{c}$ such that if $Z_{i}=H_{i}+Z_{i}^{\prime}$ then $\widehat{\phi}(g)$ may be written as

$$
\sum_{i=1}^{t} \exp \left(\left\langle H(g), H^{i}\right\rangle+\rho(H(g))\right)\left\{\sum_{j} p_{j}(H(g)), \phi_{i j}(g)\right\}
$$

where the $\phi_{i j}$ are functions on $A T \backslash G$. We shall show that, for each $i$ and $j, \phi_{i j}$ lies in a certain finite-dimensional space. Consider $\phi_{i j}$ as a function on $\Theta \times\{1\} \backslash M \times K$. The percuspidal subgroups here have rank one less than for $G$. It will be enough to show that there are points $W_{1}, \ldots, W_{u}$ in $\mathfrak{j}_{c}^{\prime}$, representations $\tau_{1}, \ldots, \tau_{v}$ of $N \backslash N(K \cap P) \times K$, and an integer $\ell^{\prime}$ such that $\phi_{i j}$ belongs to

$$
\mathfrak{H}\left(W_{1}, \ldots, W_{u} ; \tau_{1}, \ldots, \tau_{v} ; \ell^{\prime}\right)
$$

This follows almost immediately from Lemma 4.2 and Lemma 3.3.
Observe that if $\phi$ belongs to

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell\right)
$$

and $\psi$ belongs to

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell\right) \cap \mathcal{L}_{0}(\Gamma \backslash G)=\mathfrak{H}_{0}
$$

then, by the corollary to Lemma 3.3,

$$
\int_{\Gamma \backslash G} \psi(g) \bar{\phi}(g) d g
$$

is defined. Thus there is a unique $\phi^{\prime}$ in $\mathfrak{H}_{0}$ such that $\phi-\phi^{\prime}$ is orthogonal to $\mathfrak{J}_{0} ; \phi^{\prime}$ is called the cuspidal component of $\phi$. It is easy to see that if $V$ is any admissible subspace of $\mathcal{L}_{0}(\Gamma \backslash G)$ and $W$ is any admissible subspace of the space of continuous functions on $K$ and $\psi$ belongs to $\mathfrak{E}(V, W)$, then

$$
\int_{\Gamma \backslash G} \psi(g) \bar{\phi}(g) d g=\int_{\Gamma \backslash G} \psi(g) \bar{\phi}^{\prime}(g) d g .
$$

These two lemmas will now be used to study the Eisenstein series. Suppose $P^{(1)}$ and $P^{(2)}$ are two cuspidal subgroups and $V^{(1)}$ is an admissible subspace of $\mathcal{L}\left(\Theta^{(1)} \backslash M^{(1)}\right)$. As before write $V^{(1)}$ as $\sum_{i=1}^{r} V_{i}^{(1)}$ where $\lambda(X) \phi=p_{X}\left(Z_{i}^{(1)}\right) \phi$ if $\phi$ belongs to $V_{i}^{(1)}$ and $X$ belongs to $\mathfrak{Z}^{(1)}, Z_{i}^{(1)}$ being some point in $\mathfrak{j}_{c}^{(1)}$. Because we have two cuspidal subgroups it is notationally convenient to replace the prime that has been used earlier by the superscript (1) or (2). If $\Phi$ belongs to $\mathfrak{E}\left(V_{i_{0}}^{(1)}, W\right)$ and $H^{(1)}$ and $\mathfrak{a}_{c}^{(1)}$ satisfies the conditions of Lemma 4.1 consider

$$
\int_{\Gamma \cap N^{(2)} \backslash N^{(2)}} E\left(n g, \Phi, H^{(1)}\right) d n=\int_{\Delta^{(2)} \backslash T^{(2)}} E\left(t g, \Phi, H^{(1)}\right) d t
$$

which is equal to

$$
\int_{\Delta^{(2)} \backslash T^{(2)}} \sum_{\Delta^{(1)} \backslash \Gamma} \exp \left(\left\langle H^{(1)}(\gamma t g), H^{(1)}\right\rangle+\rho\left(H^{(1)}(\gamma t g)\right)\right) \Phi(\gamma t g) d t
$$

Replace the sum by a sum over double cosets to obtain

$$
\sum_{\Delta^{(1)} \backslash \Gamma / \Delta^{(2)}} \int_{\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}} \exp \left(\left\langle H^{(1)}(\gamma t g), H^{(1)}\right\rangle+\rho\left(H^{(1)}(\gamma t g)\right)\right) \Phi(\gamma t g) d t
$$

The terms of this sum will be considered individually.
If

$$
\Phi(g, H, \gamma)=\int_{\Delta^{(2)} \cap \gamma^{-1} \Delta{ }^{(1)} \gamma \backslash T^{(2)}} \exp \left(\left\langle H^{(1)}(\gamma t g), H^{(1)}\right\rangle+\rho\left(H^{(1)}(\gamma t g)\right)\right) \Phi(\gamma t g) d t
$$

and if $W_{1}, \ldots, W_{t}$ is the set of representatives of the orbits of $\Omega^{(2)}$ in $\Omega\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)$ and $W_{j}=H_{j}^{(2)}+W_{j}^{(2)}$, we can write

$$
\Phi(g, H, \gamma)=\sum_{j=1}^{t} \exp \left(\left\langle H^{(2)}(g), H_{j}^{(2)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right)\left\{\sum_{k} p_{k}\left(H^{(2)}(g)\right) \phi_{j k}(g)\right\} .
$$

Setting

$$
\phi_{j, k}(m, k)=\phi_{j, k}\left(m k^{-1}\right),
$$

we obtain functions on

$$
\Theta^{(2)} \times\{1\} \backslash M^{(2)} \times K .
$$

There are irreducible representations $\tau_{1}, \ldots, \tau_{n}$ of

$$
\left(N^{(2)} \backslash N^{(2)}\left(K \cap P^{(2)}\right)\right) \times K
$$

and an integer $\ell$ such that $\phi_{j, k}$ belongs to

$$
\mathfrak{H}\left(Z_{j}^{(2)}, \tau_{1}, \ldots, \tau_{n} ; \ell\right)
$$

Let $\phi_{j, k}^{\prime}$ be the cuspidal component of $\phi_{j, k}$. If $V$ is an admissible subspace of

$$
\mathcal{L}_{0}\left(\Theta^{(2)} \times\{1\} \backslash M^{(2)} \times K\right)
$$

and $W^{\prime}$ an admissible subspace of the space of continuous functions on

$$
\left(N^{(2)} \backslash N^{(2)}\left(K \cap P^{(2)}\right)\right) \times K
$$

and if $\psi$ belongs to $\mathfrak{E}\left(V, W^{\prime}\right)$, then

$$
\int_{\Theta^{(2)} \backslash M^{(2)} \times K} \Phi\left(\exp H^{(2)} m k^{-1}, H^{(1)}, \gamma\right) \bar{\psi}(m, k) d m d k
$$

is equal to the sum from $j=1$ to $t$ of $\exp \left(\left\langle H^{(2)}, H_{j}^{(2)}\right\rangle+\rho\left(H^{(2)}\right)\right)$ times

$$
\left\{\sum p_{k}\left(H_{j}^{(2)}\right) \int_{\Theta^{(2)} \backslash M^{(2)} \times K} \phi_{k, j}^{\prime}(m, k) \bar{\psi}(m, k) d m d k\right\} .
$$

The first integral is an analytic function of $H^{(1)}$ on

$$
\mathfrak{A}^{(1)}=\left\{H^{(1)} \in a_{c}^{(1)} \mid \operatorname{Re} \alpha_{i,}^{1}\left(H^{(1)}\right)>\left\langle\alpha_{i,}^{1}, \rho\right\rangle, 1 \leqslant i \leqslant q^{(1)}\right\}
$$

if $q^{(1)}$ is the rank of $P^{(1)}$. It vanishes identically if it vanishes identically on some open subset of $\mathfrak{A}^{(1)}$. If $s_{1}$ and $s_{2}$ belong to $\mathfrak{K}$, a set of representatives for the left cosets of $\Omega^{(2)}$ in $\Omega$, and $s$ belongs to $\Omega^{(2)}$ then the equation

$$
s s_{1}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)=s_{2}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)
$$

is satisfied on all of $\mathfrak{a}^{(1)}$ or on a proper subspace of $\mathfrak{a}^{(1)}$. Let $\mathfrak{A}_{1}$ be the open set of points $H^{(1)}$ in $\mathfrak{A}^{(1)}$ such that for any $s, s_{1}$, and $s_{2}$,

$$
s s_{1}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)=s_{2}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)
$$

only if this equation holds identically. On this set of points the number $t$ above is constant. We can then choose fixed elements $s_{1}, \ldots, s_{t}$ in $\Omega$ and take, for $H^{(1)}$ in $\mathfrak{A}_{1}$,

$$
W_{j}=s_{j}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right) .
$$

It is readily seen that

$$
\sum_{k} p_{k}\left(H_{j}^{(2)}\right) \int_{\Theta^{(2)} \backslash M^{(2)} \times K} \phi_{j, k}^{\prime}(m, k) \bar{\psi}(m, k) d m d k
$$

is a continuous function on $\mathfrak{A}_{1}$. It vanishes unless $Z_{j}^{(2)}$ is one of a finite number of points. Since $Z_{j}^{(2)}$ is a linear function of $H^{(1)}$ it will be a constant if this integral does not vanish identically. Then $s_{j}\left(\mathfrak{A}_{1}\right)$ will be contained in $\mathfrak{a}^{(2)}$. Since $s_{j}$ is non-singular this can only
happen if the rank of $P^{(2)}$ is at least as great as the rank of $P^{(1)}$. We conclude that the cuspidal component of $\Phi\left(g, H^{(1)}, \psi\right)$ and thus of

$$
\int_{\Gamma \cap N^{(2)} \backslash N^{(2)}} E\left(n g, \Phi, H^{(1)}\right) d n
$$

is zero if the rank of $P^{(2)}$ is less than the rank of $P^{(1)}$.
We now treat the case that $V^{(1)}$ is contained in $\mathcal{L}_{0}\left(\Theta^{(1)} \backslash M^{(1)}\right)$. It will be shown later that if the rank of $P^{(2)}$ is greater than the rank of $P^{(1)}$ then the cuspidal component of $\Phi\left(g, H^{(1)}, \gamma\right)$ vanishes identically. Anticipating this result, we consider the case of equal rank. Let $s_{1}, \ldots, s_{m}$ be the elements of $\mathfrak{K}=\left\{s_{1}, \ldots, s_{n}\right\}$ such that $s_{j}\left(\mathfrak{a}^{(1)}\right)=\mathfrak{a}^{(2)}$. Let $H_{j}^{(2)}$ now be the projection of $s_{j}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)$ on $\mathfrak{a}_{c}^{(2)}$. If $1 \leqslant j_{1} \leqslant m$ and $m<j_{2} \leqslant n$ the equation $H_{j_{1}}^{(2)}=H_{j_{2}}^{(2)}$ cannot be identically satisfied. Let $\mathfrak{A}_{2}$ be the set of points in $H^{(1)}$ in $\mathfrak{A}_{1}$ such that $H_{j_{1}}^{(2)} \neq H_{j_{2}}^{(2)}$ if $1 \leqslant j_{1} \leqslant m$ and $m<j_{2} \leqslant n$ and such that

$$
s_{j_{1}}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)=s_{j_{2}}\left(H^{(1)}+Z_{i_{0}}^{(1)}\right)
$$

or

$$
s_{j_{1}}\left(H^{(1)}\right)=s_{j_{2}}\left(H^{(1)}\right), \quad 1 \leqslant j_{1}, j_{2} \leqslant m
$$

only if this equation holds identically on $\mathfrak{a}^{(1)}$. Suppose $H^{(1)}$ belongs to $\mathfrak{A}_{2}$ and

$$
s_{j_{1}}\left(H^{(1)}\right)=s_{j_{2}}\left(H^{(1)}\right), \quad 1 \leqslant j_{1}, j_{2} \leqslant m
$$

then $s_{j_{1}} s_{j_{2}}^{-1}$ belongs to $\Omega^{(2)}$, so that $j_{1}=j_{2}$. According to the remark following Lemma 3.7 $\phi_{j, k}=\phi_{j, k}^{\prime}$ and then according to the remark following the proof of Lemma 4.2

$$
\Phi(g, H, \gamma)=\sum_{j=1}^{m} \exp \left(\left\langle H^{(2)}(g), s_{j} H^{(1)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right) \phi_{j}(g)
$$

Grouping together those $s_{j}$ which determine the same element of $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ we can write the right hand side as

$$
\sum_{s \in \Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)} \exp \left(\left\langle H^{(2)}(g), s H^{(1)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right) \Phi_{s}(g ; \gamma),
$$

where $\Phi_{s}\left(m k^{-1} ; \gamma\right)$ belongs to

$$
\mathcal{L}_{0}\left(\Theta^{(2)} \times\{1\} \backslash M^{(2)} \times K\right) .
$$

This sum is of course zero if $P^{(1)}$ and $P^{(2)}$ are not associate.
In general for any $\Phi$ in $\mathfrak{E}\left(V^{(1)}, W\right)$ we see that, for $H^{(1)}$ in $\mathfrak{A}_{2}$,

$$
\int_{\Gamma \cap N^{(2)} \backslash N^{(2)}} E\left(n g, \Phi, H^{(1)}\right) d n
$$

is equal to

$$
\sum_{\Delta^{(2)} \backslash \Gamma / \Delta^{(1)}} \sum_{s \in \Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)} \exp \left(\left\langle H^{(2)}(g), s H^{(1)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right) \Phi_{s}(g ; \gamma)
$$

In order to simplify the statements of our conclusions let us introduce the notion of a simple admissible subspace. Let $P$ be a cuspidal subgroup and let $\mathfrak{j}_{c}=\mathfrak{a}_{c}+\mathfrak{j}_{c}^{\prime}$ where $\mathfrak{j}_{c}^{\prime}$ is the Cartan
subalgebra of $\mathfrak{m}_{c}$. If $Z^{\prime}$ is a point in $\mathfrak{j}_{c}^{\prime}$ and $Z_{1}^{\prime}, \ldots, Z_{r}^{\prime}$ is the orbit of $Z^{\prime}$ under those elements in the group of automorphisms of $\mathfrak{g}_{c}$ generated by $G$ and the adjoint group of $\mathfrak{g}_{c}$ which normalize both $\mathfrak{j}_{c}$ and $\mathfrak{a}_{c}$ then the sum $V$ of all closed subspaces of $\mathcal{L}_{0}(\Theta \backslash M)$ which are invariant and irreducible under the action of the connected component of $M$ and which belong to one of the characters $X \rightarrow p_{X}\left(Z_{i}^{\prime}\right)$ of $\mathfrak{Z}^{\prime}$ will be called a simple admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M)$. Since $V$ is invariant under $M$ it is an admissible subspace. A simple admissible subspace of the space of continuous functions on $K$ is the space of functions spanned by the matrix elements of an irreducible representation of $K$. If $P^{(1)}$ and $P^{(2)}$ are two associate cuspidal subgroups and $Z^{(1)}$ is a point of $j_{c}^{(1)}$ let $Z^{(2)}$ be the image of $Z^{(1)}$ under some element of $\Omega$ which takes $\mathfrak{a}^{(1)}$ onto $\mathfrak{a}^{(2)}$. If $V^{(1)}$ and $V^{(2)}$ are the simple admissible subspaces defined by $Z^{(1)}$ and $Z^{(2)}$ respectively then $V^{(1)}$ and $V^{(2)}$ are said to be associated. As a convention two associate admissible subspaces will always be simple. It will be enough to state the results for simple admissible subspaces because every admissible subspace is contained in a finite sum of simple admissible subspaces. In particular if $V^{(1)}$ and $W$ are simple admissible subspaces and $V^{(2)}$ is the simple admissible subspace associate to $V^{(1)}$, if $\Phi$ belongs to $\mathfrak{E}\left(V^{(1)}, W\right)$, and if $H^{(2)}$ belongs to $U^{(2)}$ then

$$
\begin{equation*}
\int_{\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}} \exp \left(\left\langle H^{(1)}(\gamma t g), H^{(1)}\right\rangle+\rho\left(H^{(1)}(\gamma t g)\right)\right) \Phi(\gamma t g) d t \tag{4.g}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
\sum_{s \in \Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)} \exp \left(\left\langle H^{(2)}(g), s H^{(1)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right)\left(N_{\gamma}\left(s, H^{(1)}\right) \Phi\right)(g) \tag{4.h}
\end{equation*}
$$

Here $N_{\gamma}\left(s, H^{(1)}\right)$ is, for each $H^{(1)}$ in $\mathfrak{A}_{2}$ and each $s$, a linear transformation from $\mathfrak{E}\left(V^{(1)}, W\right)$ to $\mathfrak{E}\left(V^{(2)}, W\right)$; it is analytic as a function of $H^{(1)}$.

It is necessary to establish the formula (4.h) on all of $\mathfrak{A}$. To do this it is enough to show that all but one of the terms in (4.h) vanish identically on $\mathfrak{A}$. Choose some $s_{0}$ in $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$; since $\mathfrak{A}_{2}$ is connected the corresponding term of (4.h will vanish identically if it vanishes for real values of the argument. If $H^{(1)}$ is real and in $\mathfrak{A}_{2}$ then

$$
\left\langle s_{0} H^{(1)}, s H^{(1)}\right\rangle<\left\langle s_{0} H^{(1)}, s_{0} H^{(1)}\right\rangle
$$

if $s$ belongs to $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ but does not equal $s_{0}$. In 4.h) take

$$
g=\exp a\left(s_{0} H^{(1)}\right) m k,
$$

where $a$ is a positive real number, $\exp a\left(s_{0} H^{(1)}\right)$ belongs to some split component $A^{(2)}$ of $P^{(2)}$, $m$ belongs to $M^{(2)}$, and $k$ belongs to $K$, and replace $H^{(1)}$ by $b H^{(1)}$ where $b$ is a positive real number such that $b H^{(1)}$ belongs to $\mathfrak{A}_{2}$. Then multiply by

$$
\exp \left(-a b\left\langle s_{0} H^{(1)}, s_{0} H^{(1)}\right\rangle-a \rho\left(s_{0} H^{(1)}\right)\right)
$$

and take the limit as $a$ approaches infinity. The result is

$$
N_{\gamma}\left(s_{0} ; H^{(1)}\right) \Phi(m k)
$$

On the other hand if the same substitution is effected in (4.g) the result is bounded by a constant times

$$
\int_{\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}} \exp \left(\left\langle H^{(1)}(h(t, \gamma)), b H^{(1)}\right\rangle+\rho\left(H^{(1)}(h(t, \gamma))\right)\right) d t
$$

with $h(t, \gamma)=\gamma t \exp a\left(s_{0} H^{(1)}\right) m k$, because $\Phi(g)$ is a bounded function. Of course this integral is finite and it equals the sum over $\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash \Delta^{(2)} / \Gamma \cap N^{(2)}$ of

$$
\int_{\delta^{-1} \gamma^{-1} \Delta^{(1)} \gamma \delta \cap N^{(2)} \backslash N^{(1)}} \exp \left(\left\langle H^{(1)}(h(n, \gamma \delta)), b H^{(1)}\right\rangle+\rho\left(H^{(1)}(h(n, \gamma \delta))\right)\right) d n .
$$

Choose $u$ in the connected component of $G$ so that $u^{-1} P^{(2)} u$ and $P^{(1)}$ both belong to the percuspidal subgroup $P$. Suppose that split components $\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}$ and $\mathfrak{a}$ have been chosen for $P^{(1)}, P^{(2)}$, and $P$ respectively so that $\operatorname{Ad}\left(u^{-1}\right) \mathfrak{a}^{(2)}$ and $\mathfrak{a}^{(1)}$ are both contained in $\mathfrak{a}$. The Lie algebra $\mathfrak{p}$ contains a subalgebra $\mathfrak{b}$ such that $\mathfrak{a} \subseteq \mathfrak{b} \subseteq \mathfrak{g}_{s}$ and $\mathfrak{b}$ is a maximal subalgebra of $\mathfrak{g}_{s}$ such that $\{\operatorname{Ad} H \mid H \in \mathfrak{b}\}$ is diagonalizable. By Bruhat's lemma [12] $\gamma \delta u$ can be written as $p v p_{1}$ where $p$ belongs to $P, p_{1}$ to $u^{-1} P^{(2)} u$ and $v$ belongs to the normalizer of $\mathfrak{b}$. Then each integral above is the product of

$$
\exp \left(\left\langle H^{(1)}(p), b H^{(1)}\right\rangle+\rho\left(H^{(1)}(p)\right)\right)
$$

and the integral over

$$
\delta^{-1} \gamma^{-1} \Delta^{(1)} \gamma \delta \cap N^{(1)} \backslash N^{(1)}
$$

of

$$
\exp \left\langle H^{(1)}\left(v p_{1} u^{-1} n u \exp a\left(\operatorname{Ad}\left(u^{-1}\right)\left(s_{0} H^{(1)}\right)\right) u^{-1} m k\right), b H^{(1)}+H_{\rho}\right\rangle
$$

if $H_{\rho}$ is such that $\left\langle H, H_{\rho}\right\rangle=\rho(H)$ for $H$ in $h$. Let $N_{0}=u^{-1} N^{(2)} u$ and replace the integral by an integral over

$$
t^{-1} p^{-1} \Delta^{(1)} p t \cap N_{0} \backslash N_{0}
$$

Now $v^{-1} p^{-1} \Delta^{(1)} p v \cap N$ is contained in $v^{-1} p^{-1} S^{(1)} p v \cap N_{0}$ and both these groups are unimodular. So the integral is a product of

$$
\mu\left(v^{-1} p^{-1} \Delta^{(1)} p v \cap N_{0} \backslash v^{-1} p^{-1} S^{(1)} p v \cap N_{0}\right)
$$

and an integral over $v^{-1} S^{(1)} v \cap N_{0} \backslash N_{0}$ since $p^{-1} S^{(1)} p=S^{(1)}$. If $p_{1}=n_{1} m_{1} a_{1}$ with $n_{1}$ in $N_{0}$, $m_{1}$ in $\mu^{-1} M^{(2)} u$, and $a_{1}$ in $u^{-1} A^{(2)} u$ the integrand is

$$
\exp \left\langle H^{(1)}\left(v n \exp \left(a \operatorname{Ad}\left(u^{-1}\right)\left(s_{0} H^{(1)}\right)\right) m_{1} a_{1} u^{-1} m k\right), b H^{(1)}+H \rho\right\rangle
$$

If $H$ belongs to $b$ then

$$
n \rightarrow \exp (-H) n \exp H=\xi(n)
$$

defines a map of $v^{-1} S^{(1)} v \cap N_{0} \backslash N_{0}$ onto itself; let $d n=\exp \rho_{1}(H) d \xi(n)$. Then this integral is the product of

$$
\exp \left(a b\left\langle\operatorname{Ad}\left(v u^{-1}\right)\left(s_{0} H^{(1)}\right), H^{(1)}\right\rangle+a \rho\left(\operatorname{Ad}\left(v u^{-1}\right) s_{0} H^{(1)}\right)\right)+a \rho_{1}\left(\operatorname{Ad}\left(u^{-1}\right)\left(s_{0} H^{(1)}\right)\right)
$$

and

$$
\int_{v^{-1} S^{(1)} v \cap N_{0} \backslash N_{0}} \exp \left\langle H^{(1)}\left(v n m_{1} a_{1} u^{-1} m k\right), b H^{(1)}+H_{\rho}\right\rangle d n
$$

This integral is of course independent of $a$. If $\operatorname{Ad}\left(v u^{-1}\right)\left(s_{0} H^{(1)}\right)$ does not equal $H^{(1)}$ choose $b$ so large that

$$
\rho\left(\operatorname{Ad}\left(v u^{-1}\right)\left(s_{0} H^{(1)}\right)\right)+\rho_{1}\left(\operatorname{Ad}\left(u^{-1}\right)\left(s_{0} H^{(1)}\right)\right)-\rho\left(s_{0} H^{(1)}\right)
$$

is less than

$$
b\left\langle s_{0} H^{(1)}, s_{0} H^{(1)}\right\rangle-b\left\langle\operatorname{Ad}\left(v u^{-1}\right)\left(s_{0} H^{(1)}\right), H^{(1)}\right\rangle
$$

Then the result of multiplying (4.g) by

$$
\exp \left(-a b\left\langle s_{0} H^{(1)}, s_{0} H^{(1)}\right\rangle-a \rho\left(s_{0} H^{(1)}\right)\right)
$$

and taking the limit as $a$ approaches infinity is zero. Thus if $N_{\gamma}\left(s_{0}, H^{(1)}\right)$ is not identically zero there is some $\delta$ in $\Delta^{(2)}$ such that $\operatorname{Ad}\left(v u^{-1}\right)$ maps $\mathfrak{a}^{(2)}$ onto $\mathfrak{a}^{(1)}$ and is equal to the inverse of $s_{0}$ on $\mathfrak{a}^{(2)}$. If $\gamma \delta u=p v p_{1}$ then $\gamma u=p v\left(p_{1} u^{-1} \delta^{-1} u\right)$ and $v$ can be chosen to depend only on $\gamma$. Thus there is at most one term of (4.h which does not vanish identically. Before summarizing the conclusions reached so far let us make some remarks which are useful for calculating the transformations $N_{\gamma}\left(s, H^{(1)}\right)$ explicitly. If $N_{\gamma}\left(s, H^{(1)}\right)$ does not vanish identically let $\gamma=p\left(v u^{-1}\right)\left(u p_{1} u^{-1}\right)$; simplifying we can write $\gamma=n_{1} a_{1} w n_{2}$ with $n_{1}$ in $N^{(1)}$, $a_{1}$ in $A^{(1)}, n_{2}$ in $N^{(2)}$, and with $w$ such that $\operatorname{Ad} w$ takes $\mathfrak{a}^{(2)}$ onto $\mathfrak{a}^{(1)}$ and is inverse to $s$ on $\mathfrak{a}^{(2)}$. Then 4.g) equals the product of

$$
\exp \left(\left\langle H^{(1)}\left(a_{1}\right), H^{(1)}\right\rangle+\rho\left(H^{(1)}\left(a_{1}\right)\right)\right)
$$

and the sum over $\left(\Gamma \cap N^{(2)}\right)\left(\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma\right) \backslash \Delta^{(2)}$ of

$$
\int_{\delta^{-1} \gamma^{-1} \Delta^{(1)} \gamma \delta \cap N^{(2)} \backslash N^{(2)}} \exp \left(\left\langle H^{(1)}\left(w n_{2} \delta n g\right), H^{(1)}\right\rangle+\rho\left(H^{(1)}\left(w n_{2} \delta n g\right)\right)\right) \Phi\left(w n_{2} \delta n g\right) d n
$$

Although we will not press the point here it is not difficult to see that the sum is finite and that $\delta^{-1} \gamma^{-1} \Delta^{(1)} \gamma \delta \cap N^{(2)}$ is equal to $\delta^{-1} \gamma^{-1}\left(N^{(1)} \cap \Gamma\right) \gamma \delta \cap N^{(2)}$. Consider the linear transformation on $\mathfrak{E}\left(V^{(1)}, W\right)$ which sends $\Phi$ to $\Phi^{\prime}$ with $\Phi^{\prime}(g)$ equal to the product of

$$
\exp \left(-\left\langle H^{(2)}(g), s H^{(2)}\right\rangle-\rho\left(H^{(2)}(g)\right)\right)
$$

and

$$
\int_{w^{-1} N^{(1)} w \cap N^{(2)} \backslash N^{(2)}} \exp \left(\left\langle H^{(1)}(w n g), H^{(1)}\right\rangle+\rho\left(H^{(1)}(w n g)\right)\right) \Phi(w n g) d n
$$

Note that $\Phi^{\prime}$ is a function on $A^{(2)} N^{(2)} \backslash G$. Considered as a function on $M^{(2)} \times K$, it is a function on $w^{-1} \Theta^{(1)} w \backslash M^{(2)}$. Since the sum is finite $w^{-1} \Theta^{(1)} w$ and $\Theta^{(2)}$ are commensurable. We can define the subspace of $V^{(2)}(w)$ of $\mathcal{L}_{0}\left(w^{-1} \Theta^{(2)} w \backslash M^{(2)}\right)$ associate to $V^{(1)}$ and $\Phi^{\prime}$ belongs to $\mathfrak{E}\left(V^{(2)}(w), W\right)$. Denote the linear transformation from $\mathfrak{E}\left(V^{(1)}, W\right)$ to $\mathfrak{E}\left(V^{(2)}(w), W\right)$ by $B\left(w, H^{(1)}\right)$. Write, for brevity

$$
\mu\left(\delta^{-1} \gamma^{-1}\left(N^{(1)} \cap \Gamma\right) \gamma \delta \cap N^{(2)} \backslash \delta^{-1} \gamma^{-1} N^{(1)} \gamma \delta \cap N^{(2)}\right)
$$

which is independent of $\delta$, as $\mu$; then

$$
N_{\gamma}\left(s, H^{(1)}\right) \Phi(m, k)
$$

equals

$$
\sum_{\left(\Gamma \cap N^{(2)}\right)\left(\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma\right) \backslash \Delta^{(2)}} \mu \exp \left(\left\langle H^{(1)}\left(a_{1}\right), H^{(1)}\right\rangle+\rho\left(H^{(1)}\left(a_{1}\right)\right)\right) B\left(w, H^{(1)}\right) \Phi(\bar{\delta} m, k)
$$

if $\bar{\delta}$ is the projection of $\delta$ on $M^{(2)}$. The sum is a kind of Hecke operator. However this representation of the linear transformations will not be used in this paper.

If $s$ belongs to $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ let

$$
N\left(s, H^{(1)}\right)=\sum_{\Delta^{(1)} \backslash \Gamma / \Delta^{(2)}} N_{\gamma}\left(s, H^{(1)}\right) .
$$

Lemma 4.4. Suppose $P^{(1)}$ and $P^{(2)}$ are two cuspidal subgroups and suppose $V^{(1)}$ is a simple admissible subspace of $\mathcal{L}_{0}\left(\Theta^{(1)} \backslash M^{(1)}\right)$ and $W$ is a simple admissible subspace of the space of continuous functions on $K$. If $P^{(1)}$ and $P^{(2)}$ are not associate then the cuspidal component of

$$
\int_{\Gamma \cap N^{(2)} \backslash N^{(2)}} E\left(n g, \Phi, H^{(1)}\right) d n
$$

is zero; however if $P^{(1)}$ and $P^{(2)}$ are associate then

$$
\int_{\Gamma \cap N^{(2)} \backslash N^{(2)}} E\left(n g, \Phi, H^{(1)}\right) d n
$$

is equal to

$$
\sum_{s \in \Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)} \exp \left(\left\langle H^{(2)} g, s H^{(1)}\right\rangle+\rho\left(H^{(2)}(g)\right)\right) N\left(s, H^{(1)}\right) \Phi(g)
$$

where $N\left(s, H^{(1)}\right)$ is for each $H^{(1)}$ in $\mathfrak{A}^{(1)}$ a linear transformation from $\mathfrak{E}\left(V^{(1)}, W\right)$ to $\mathfrak{E}\left(V^{(2)}, W\right)$ which is analytic as a function of $H^{(1)}$.

This lemma is not yet completely proved; the proof will come eventually. First however let us establish some properties of the functions $N\left(s, H^{(1)}\right)$.

Lemma 4.5.
(i) There is an element $H_{0}^{(1)}$ in $\mathfrak{a}^{(1)}$ and a constant $c=c(\varepsilon)$ such that, for all $s$ in $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(1)}\right)$,

$$
\left\|N\left(s, H^{(1)}\right)\right\| \leqslant c \exp \left\langle H_{0}^{(1)}, \operatorname{Re} H^{(1)}\right\rangle
$$

for all $H^{(1)}$ in $\mathfrak{A}^{(1)}$ with $\alpha_{i,}\left(H^{(1)}\right)>\left\langle\alpha_{i,}, \rho\right\rangle+\varepsilon$.
(ii) Let $F$ be a subset of the simple roots of $\mathfrak{h}$ and let

$$
{ }^{*} \mathfrak{a}=\{H \in \mathfrak{h} \mid \alpha(H)=0 \text { if } \alpha \in F\}
$$

Suppose ${ }^{*} \mathfrak{a}$ is contained in $\mathfrak{a}^{(1)}$ and $\mathfrak{a}^{(2)}$ and $s$ in $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ leaves each point of ${ }^{*} \mathfrak{a}$ fixed. Let ${ }^{*} P^{(1)}$ and ${ }^{*} P^{(2)}$ be the unique cuspidal subgroups belonging to $P^{(1)}$ and $P^{(2)}$ respectively with ${ }^{*} \mathfrak{a}$ as a split component. If ${ }^{*} P^{(1)}$ and ${ }^{*} P^{(2)}$ are not conjugate under $\Gamma$ then $N\left(s, H^{(1)}\right) \equiv 0$; if ${ }^{*} P^{(1)}={ }^{*} P^{(2)}={ }^{*} P$ then $N\left(s, H^{(1)}\right)$ is the restriction to $\mathfrak{E}\left(V^{(1)}, W\right)$ of $N\left({ }^{\dagger} s,{ }^{\dagger} H^{(1)}\right)$.
(iii) If $s$ belongs to $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ then $N\left(s, H^{(1)}\right)$ is analytic on the convex hull of $\mathfrak{A}^{(1)}$ and $-s^{-1}\left(\mathfrak{A}^{(2)}\right)$ and

$$
N\left(s, H^{(1)}\right)=N^{*}\left(s^{-1},-s \bar{H}^{(1)}\right)
$$

Let us start with part (ii). First of all we have to explain the notation. If ${ }^{*} P^{(1)}={ }^{*} P^{(2)}={ }^{*} P$ let

$$
{ }^{\dagger} P^{(i)}={ }^{*} N \backslash P^{(i)} \cap{ }^{*} S, \quad i=1,2 .
$$

Then ${ }^{\dagger} P^{(i)} \times K$ is a cuspidal subgroup of ${ }^{*} M \times K$ with split component ${ }^{\dagger} \mathfrak{a}^{(i)}$ if $\mathfrak{a}^{(i)}$ is the orthogonal sum of ${ }^{*} \mathfrak{a}$ and ${ }^{\dagger} \mathfrak{a}^{(i)}$. The restriction of $s$ to ${ }^{\dagger} \mathfrak{a}^{(1)}$ defines an element ${ }^{\dagger} s$ of $\Omega\left({ }^{\dagger} \mathfrak{a}^{(1)},{ }^{\dagger} \mathfrak{a}^{(2)}\right)$. So ${ }^{\dagger} P^{(1)}$ and ${ }^{\dagger} P^{(2)}$ are associate. As we remarked in Section 3, the space $\mathfrak{E}\left(V^{(i)}, W\right)$ can be identified with a subspace of $\mathfrak{E}\left(V^{(i)} \otimes W, W^{*}\right)$. Although the subspace $W^{*}$ is not simple it is a sum of simple admissible subspaces so that if ${ }^{\dagger} H^{(1)}$ belongs to ${ }^{\dagger} \mathfrak{A}^{(1)}$, which is defined in the obvious manner, the linear transformation $N\left({ }^{\dagger} s,{ }^{\dagger} H^{(1)}\right)$ from $\mathfrak{E}\left(V^{(1)} \otimes W, W^{*}\right)$ to $\mathfrak{E}\left(V^{(2)} \otimes W^{*},{ }^{*} W \otimes W^{*}\right)$ is still defined. If $H^{(1)}$ belongs to $\mathfrak{A}^{(1)}$ and $H^{(1)}={ }^{*} H^{(1)}+{ }^{\dagger} H^{(1)}$ then ${ }^{\dagger} H^{(1)}$ belongs to ${ }^{\dagger} \mathfrak{A}^{(1)}$ and part (ii) of the lemma asserts that $N\left(s, H^{(1)}\right)$ is the restriction to $\mathfrak{E}\left(V^{(1)}, W\right)$ of $N\left({ }^{\dagger} s,{ }^{\dagger} H^{(1)}\right)$. To prove it we start from the formula

$$
\begin{equation*}
N\left(s, H^{(1)}\right)=\sum_{\Delta^{(1)} \backslash \Gamma / \Delta^{(2)}} N_{\gamma}\left(s, H^{(1)}\right) \tag{4.i}
\end{equation*}
$$

If $N_{\gamma}\left(s, H^{(1)}\right)$ is not zero we know that $\gamma=p_{1} v p_{2}$ with $p_{1}$ in $P^{(1)}, p_{2}$ in $P^{(2)}$, and $v$ such that the restriction of $\operatorname{Ad}(v)$ to $\mathfrak{a}^{(2)}$ is the inverse of $s$. We are here considering $\mathfrak{a}^{(1)}$ and $\mathfrak{a}^{(2)}$ as subsets of $\mathfrak{g}$. Let ${ }^{*} \mathfrak{a}{ }^{(1)}$ and ${ }^{*} \mathfrak{a}^{(2)}$ be the image of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}^{(1)}$ and $\mathfrak{a}^{(2)}$ respectively. Then $\operatorname{Ad} v$ takes ${ }^{*} \mathfrak{a}{ }^{(1)}$ to ${ }^{*} \mathfrak{a}{ }^{(2)}$ in such a way that positive roots go to positive roots. Thus

$$
v\left({ }^{*} P^{(2)}\right) v^{-1}=\left({ }^{*} P^{(1)}\right) .
$$

So

$$
\gamma\left({ }^{*} P^{(2)}\right) \gamma^{-1}={ }^{*} P^{(1)}
$$

which proves the first assertion. If ${ }^{*} P^{(1)}={ }^{*} P^{(2)}={ }^{*} P$ then $\gamma^{*} P \gamma^{-1}={ }^{*} P$ so $\gamma$ belongs to ${ }^{*} P$. The sum defining $N\left(s, H^{(1)}\right)$ may be replaced by a sum over a set of representatives of the cosets $\Delta^{(1)} \backslash^{*} \Delta / \Delta^{(2)}$. Moreover if $\gamma_{1}$ and $\gamma_{2}$ belong to ${ }^{*} \Delta$ and $\delta_{1} \gamma_{2} \delta_{2}=\gamma_{2}$ with $\delta_{1}$ in $\Delta^{(1)}$, $\delta_{2}$ in $\Delta^{(2)}$ then project on

$$
{ }^{*} \Theta=\left({ }^{*} \Delta \cap{ }^{*} N\right) \backslash{ }^{*} \Delta
$$

to obtain ${ }^{*} \delta_{1}{ }^{*} \gamma_{1}{ }^{*} \delta_{2}={ }^{*} \gamma_{2}$ with ${ }^{*} \delta_{i}$ in

$$
{ }^{\dagger} \Delta^{(i)}=\left({ }^{*} \Delta \cap{ }^{*} N\right) \backslash \Delta^{(i)}, \quad i=1,2 .
$$

Conversely if ${ }^{*} \delta_{1}{ }^{*} \gamma_{1}{ }^{*} \delta_{1}={ }^{*} \gamma_{2}$ then there is a $\delta$ in ${ }^{*} \Delta \cap{ }^{*} N \subseteq \Delta^{(1)}$ so that $\delta \delta_{1} \gamma_{1} \delta_{2}=\gamma_{2}$. Finally if $H$ belongs to $\mathfrak{a}^{(2)}$ and $\gamma$ belongs to ${ }^{*} P$ then

$$
\exp \left(\left\langle H, s H^{(1)}\right\rangle+\rho(H)\right) N_{\gamma}\left(s, H^{(1)}\right) \Phi\left(m k^{-1}\right)
$$

with $m$ in ${ }^{*} M$ and $k$ in $K$, is equal to

$$
\int_{\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}} \exp \left(\left\langle H^{(1)}\left(\gamma t \exp H m k^{-1}\right), H^{(1)}+H_{\rho}\right\rangle\right) \Phi\left(\gamma t \exp H m k^{-1}\right) d t
$$

Since $\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma$ contains ${ }^{*} N \cap \Gamma$ and

$$
\mu\left({ }^{*} N \cap \Gamma{ }^{*} N\right)=1
$$

the integral is the product of

$$
\exp \left(\left\langle{ }^{*} H, s\left({ }^{*} H^{(1)}\right)\right\rangle+\rho\left({ }^{*} H\right)\right)
$$

and the integral over ${ }^{\dagger} \Delta^{(2)} \cap{ }^{*} \gamma^{-1}\left({ }^{\dagger} \Delta^{(1)}\right)^{*} \gamma \backslash^{\dagger} T^{(2)}$ of

$$
\exp \left(\left\langle{ }^{\dagger} H\left(^{\dagger} \gamma^{\dagger} t \exp ^{\dagger} H m k^{-1}\right),{ }^{\dagger} H^{(1)}+H_{\rho}\right\rangle\right) \Phi\left(^{\dagger} \gamma^{\dagger} t \exp ^{\dagger} H m k^{-1}\right) d^{\dagger} t
$$

Here $H={ }^{*} H+{ }^{\dagger} H$ with ${ }^{*} H$ in ${ }^{*} \mathfrak{a}$ and ${ }^{\dagger} H$ in ${ }^{\dagger} \mathfrak{a}^{(2)}$. This integral equals

$$
\exp \left(\left\langle{ }^{\dagger} H, s\left({ }^{\dagger} H^{(1)}\right)\right\rangle+\rho\left({ }^{\dagger} H\right)\right) N_{* \gamma}\left({ }^{\dagger} s,{ }^{\dagger} H^{(1)}\right) \Phi(m, k)
$$

Thus $N_{\gamma}\left(s, H^{(1)}\right)$ is the restriction of $N_{* \gamma}\left(s,{ }^{\dagger} H^{(1)}\right)$. Substituting in (4.i) we obtain the result.
Before proving the rest of the lemma we should comment on the formulation of part (ii). Suppose $P$ and $\gamma_{0} P \gamma_{0}^{-1}=P^{\prime}$ are two conjugate cuspidal subgroups. Then $\gamma_{0} S \gamma_{0}^{-1}=S^{\prime}$ and we may suppose that split components $A$ and $A^{\prime}$ for $(P, S)$ and $\left(P^{\prime}, S^{\prime}\right)$ respectively have been so chosen that $\gamma_{0} A \gamma_{0}^{-1}=A^{\prime}$. Every function $\phi$ on $A T \backslash G$ defines a function $\phi^{\prime}=D \phi$ on $A^{\prime} T^{\prime} \backslash G$ by

$$
\phi^{\prime}(g)=\omega\left(a^{\prime}\left(\gamma_{0}\right)\right) \phi\left(\gamma_{0}^{-1} g\right)
$$

Let us verify that

$$
\int_{\Theta \backslash M \times K}|\phi(m k)|^{2} d m d k=\int_{\Theta^{\prime} \backslash M^{\prime} \times K}\left|\phi^{\prime}\left(m^{\prime} k\right)\right|^{2} d m^{\prime} d k
$$

Since we may suppose that $M^{\prime}=\gamma_{0} M \gamma_{0}^{-1}$, the right side is equal to

$$
\omega^{2}\left(a^{\prime}\left(\gamma_{0}\right)\right) \int_{\Theta \backslash M \times K}\left|\phi\left(m \gamma_{0}^{-1} k\right)\right|^{2} \mu(m) d m d k
$$

which equals

$$
\omega^{2}\left(a^{\prime}\left(\gamma_{0}\right)\right) \int_{M \times K}|\phi(m k)|^{2} \mu(m) d m d k
$$

if

$$
\mu(m)=\frac{d\left(\gamma_{0} m \gamma_{0}^{-1}\right)}{d m}
$$

The map $n \rightarrow \gamma_{0} n \gamma_{0}^{-1}$ of $N$ to $N^{\prime}$ is measure preserving since $\Gamma \cap N$ is mapped to $\Gamma \cap N^{\prime}$ and $\Gamma \cap N \backslash N$ and $\Gamma \cap N^{\prime} \backslash N^{\prime}$ both have measure one. Since the map $H \rightarrow \operatorname{Ad} \gamma_{0}(H)$ of $\mathfrak{a}$ to $\mathfrak{a}^{\prime}$ is an isometry the map $a \rightarrow \gamma_{0} a \gamma_{0}^{-1}$ of $A$ to $A^{\prime}$ is measure preserving. If $\psi(g)$ is a continuous function on $G$ with compact support then

$$
\int_{G} \psi(g) d g
$$

is equal to

$$
\int_{N} d n \int_{A} \omega^{2}(a) d a \int_{M} d m \int_{K} d k \psi\left(\gamma_{0} n a m k\right)
$$

which equals

$$
\int_{N^{\prime}} d n^{\prime} \int_{A^{\prime}} \omega^{2}\left(a^{\prime}\right) d a^{\prime} \int_{M} d m \int_{K} d k \psi\left(n^{\prime} a^{\prime} \gamma_{0} m \gamma_{0}^{-1} \gamma_{0} k\right)
$$

The latter integral is in turn equal to

$$
\omega^{-2}\left(a^{\prime}\left(\gamma_{0}\right)\right) \int_{N^{\prime}} d n^{\prime} \int_{A^{\prime}} \omega^{2}\left(a^{\prime}\right) d a^{\prime} \int_{M} d m \int_{K} d k\left\{\psi\left(n^{\prime} a^{\prime} m^{\prime} k\right) \mu^{-1}\left(\gamma_{0}^{-1} m^{\prime} \gamma_{0}\right)\right\} .
$$

We conclude that

$$
\mu(m) \equiv \omega^{-2}\left(a^{\prime}\left(\gamma_{0}\right)\right)
$$

and the assertion is verified. In the same way if $\phi$ is a function on $\Theta \backslash M$ and $\phi^{\prime}=D \phi$ is defined by

$$
\phi^{\prime}\left(m^{\prime}\right)=\omega\left(a^{\prime}\left(\gamma_{0}\right)\right) \phi\left(\gamma_{0}^{-1} m \gamma_{0}\right)
$$

then

$$
\int_{\Theta \backslash M}|\phi(m)|^{2} d m=\int_{\Theta^{\prime} \backslash M^{\prime}}\left|\phi^{\prime}\left(m^{\prime}\right)\right|^{2} d m^{\prime}
$$

The map $D$ takes $\mathcal{L}_{0}(\Theta \backslash M)$ to $\mathcal{L}_{0}\left(\Theta^{\prime} \backslash M^{\prime}\right)$. If $V$ is an admissible subspace of $\mathcal{L}(\Theta \backslash M)$ and $W$ is an admissible subspace of the space of functions on $K$ then $D$ takes $\mathfrak{E}(V, W)$ to $\mathfrak{E}\left(V^{\prime}, W\right)$ if $V^{\prime}=D V$. If $\Phi$ belongs to $\mathfrak{E}(V, W)$ let

$$
D(H) \Phi=\exp \left(-\left\langle H^{\prime}\left(\gamma_{0}\right), H\right\rangle\right) D \Phi
$$

Then

$$
E(g, \Phi, H)=\sum_{\Delta \backslash \Gamma} \exp (\langle H(\gamma g), H\rangle+\rho(H(\gamma g))) \Phi(\gamma g)
$$

or

$$
\sum_{\Delta^{\prime} \backslash \Gamma} \exp \left(\left\langle H\left(\gamma_{0}^{-1} \gamma g\right), H\right\rangle+\rho\left(H\left(\gamma_{0}^{-1} \gamma g\right)\right)\right) \Phi\left(\gamma_{0}^{-1} \gamma g\right)
$$

If $g=n^{\prime} a^{\prime} m^{\prime} k^{\prime}$ then

$$
\gamma_{0}^{-1} g=\left(\gamma_{0}^{-1} n^{\prime} \gamma_{0}\right)\left(\gamma_{0}^{-1} a^{\prime} \gamma_{0}\right)\left(\gamma_{0}^{-1} m^{\prime} \gamma_{0}\right) \gamma_{0}^{-1} k
$$

so that

$$
H\left(\gamma_{0}^{-1} g\right)=H^{\prime}(g)+H\left(\gamma_{0}^{-1}\right)
$$

In particular $H\left(\gamma_{0}^{-1}\right)=-H^{\prime}\left(\gamma_{0}\right)$. Consequently the sum equals

$$
\sum_{\Delta^{\prime} \backslash \Gamma} \exp \left(\left\langle H^{\prime}(\gamma g), H\right\rangle+\rho\left(H^{\prime}(\gamma g)\right)\right)(D(H) \Phi)(g)=E(g, D(H) \Phi, H)
$$

Thus the theory of Eisenstein series is the same for both cuspidal subgroups. This is the reason that only the case that the cuspidal subgroups $P_{1}^{*}$ and $P_{2}^{*}$ are equal is treated explicitly in the lemma. Finally we remark that if $\phi$ belongs to $\mathfrak{D}(V, W)$ and $\phi^{\prime}$ is defined by $\phi^{\prime}\left(\gamma_{0} g\right)=\phi(g)$ then $\phi^{\prime}$ belongs to $\mathfrak{D}(V, W)$ and

$$
\sum_{\Delta \backslash \Gamma} \phi(\gamma g)=\sum_{\Delta^{\prime} \backslash \Gamma} \phi^{\prime}(\gamma g) .
$$

Part (iii) and the improved assertion of Lemma 4.4 will be proved at the same time by means of Fourier integrals. Suppose $P$ is a percuspidal subgroup, $V$ is an admissible subspace of $\mathcal{L}_{0}(\Theta \backslash M)$, and $W$ is an admissible subspace of the space of functions on $K$. If $\phi(g)$ belongs to $\mathfrak{D}(V, W)$ then, for each $a$ in $A$, let $\Phi^{\prime}(a)$ be that element of $\mathfrak{E}(V, W)$ whose value at $(m, k)$ is $\phi\left(a m k^{-1}\right)$. If $q$ is the rank of $P$ and $H$ belongs go $\mathfrak{a}_{c}$ let

$$
\Phi(H)=\int_{\mathfrak{a}} \Phi^{\prime}(\exp X) \exp (-\langle X, H\rangle-\rho(X)) d X
$$

The function $\Phi(H)$, which is a meromorphic function on $\mathfrak{a}_{c}$, will be called the Fourier transform of $\phi$. By the inversion formula

$$
\phi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re}(H)=Y} \exp (\langle H(g), H\rangle+\rho(H(g))) \Phi(H, g)|d H|
$$

if $Y$ is any point in $\mathfrak{a}$ and $\Phi(H, g)$ is the value of $\Phi(H)$ at $g$. In the following $\phi$ will be chosen to be infinitely differentiable so that this integral is absolutely convergent. If

$$
\alpha(Y)>\langle\alpha, \rho\rangle
$$

for every simple root of $\mathfrak{a}$ then

$$
\widehat{\phi}(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re}(H)=Y} E(g, \Phi(H), H)|d H| .
$$

Since we have still to complete the proof of Lemma 4.4 we take $P^{(i)}, i=1,2$, to be cuspidal subgroups, $V^{(i)}$ to be an admissible subspace of $\mathcal{L}_{0}\left(\Theta^{(i)} \backslash M^{(i)}\right.$ ), and $W^{(i)}$ to be an admissible subspace of the space of functions on $K$. Suppose $\phi$ belongs to $\mathfrak{D}\left(V^{(1)}, W^{(1)}\right)$ and $\Psi$ belongs to $\mathfrak{E}\left(V^{(2)}, W^{(2)}\right)$; then it has to be shown that if the rank of $P^{(2)}$ is less than the rank of $P^{(1)}$ the integral

$$
\begin{equation*}
\int_{T^{(1)} \backslash G} \phi(g)\left\{\int_{\Delta^{(1)} \backslash T^{(1)}} \bar{E}\left(t g, \Psi, \bar{H}^{(2)}\right) d t\right\} d g \tag{4.j}
\end{equation*}
$$

vanishes for all $H^{(2)}$ in $\mathfrak{A}^{(2)}$. As usual we write this as a sum over the double cosets $\Delta^{(2)} \backslash \Gamma / \Delta^{(1)}$ of

$$
\int \phi(g)\left\{\int \exp \left\langle H^{(2)}(\gamma t g), H^{(2)}+H \rho\right\rangle \bar{\Psi}(\gamma t g) d t\right\} d g
$$

The outer integral is over $T^{(1)} \backslash G$; the inner over $\Delta^{(1)} \cap \gamma^{-1} \Delta^{(2)} \gamma \backslash T^{(1)}$. We shall show that each term vanishes. A typical term equals

$$
\begin{equation*}
\int_{\Delta^{(1)} \cap \gamma^{-1} \Delta^{(2)} \gamma \backslash G} \exp \left\langle H^{(2)}(\gamma g), H^{(2)}+H_{\rho}\right\rangle \phi(g) \bar{\Psi}(\gamma g) d g \tag{4.k}
\end{equation*}
$$

which equals

$$
\int_{\Delta^{(2)} \cap \gamma \Delta^{(1)} \gamma^{-1} \backslash G} \exp \left\langle H^{(2)}(g), H^{(2)}+H_{\rho}\right\rangle \phi\left(\gamma^{-1} g\right) \bar{\Psi}(g) d g
$$

If

$$
\phi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re}\left(H^{(1)}\right)=Y} \exp \left\langle H^{(1)}(g), H^{(1)}+H_{\rho}\right\rangle \Phi\left(H^{(1)}, g\right)\left|d H^{(1)}\right|
$$

with $Y$ in $\mathfrak{A}^{(1)}$, and $\xi\left(H^{(1)}, H^{(2)}\right)$ is obtained by integrating

$$
\exp \left\langle H^{(1)}\left(\gamma^{-1} t \exp H^{(2)} m k^{-1}\right), H^{(1)}+H_{\rho}\right\rangle \Phi\left(H^{(1)}, \gamma^{-1} t \exp H^{(2)} m k^{-1}\right) \bar{\Psi}\left(m k^{-1}\right)
$$

first over $\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}$ with respect to $d t$ and afterwards over $\Theta^{(2)} \backslash M^{(2)} \times K$ with respect to $d m d k$, then (4.k) equals

$$
\int_{\mathfrak{a}^{(2)}} \exp \left\langle H, H^{(2)}-H_{\rho}\right\rangle\left\{\int_{\operatorname{Re} H^{(1)}=Y} \xi\left(H^{(1)}, H\right)\left|d H^{(1)}\right|\right\} d H
$$

Since $\xi\left(H^{(1)}, H\right)$ vanishes when rank $P^{(1)}$ is greater than rank $P^{(2)}$, so does (4.k). Suppose now that $P^{(1)}$ and $P^{(2)}$ are associate, then $V^{(1)}$ and $V^{(2)}$ are associate, and that $W^{(1)}=W^{(2)}$. Then $\xi\left(H^{(1)}, H^{(2)}\right)$ equals

$$
\exp \left(\left\langle H^{(2)}, s H^{(1)}\right\rangle+\rho\left(H^{(2)}\right)\right)\left(N_{\gamma^{-1}}\left(s, H^{(1)}\right) \Phi\left(H^{(1)}\right), \Psi\right)
$$

where $s$ is some element of $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ determined by $\gamma$. Substitute in (4.l) to obtain

$$
\begin{aligned}
& \int_{\mathfrak{a}^{(1)}} \exp \left(-\left\langle H,-s^{-1} H^{(2)}\right\rangle\right) \\
& \cdot\left\{\int_{\operatorname{Re} H^{(1)}=Y} \exp \left\langle H, H^{(1)}\right\rangle\left(N_{\gamma^{-1}}\left(s, H^{(1)}\right) \Phi\left(H^{(1)}\right), \Psi\right)\left|d H^{(1)}\right|\right\} d H
\end{aligned}
$$

The outer integral and the corresponding integral for
(4.m) $\int_{\mathfrak{a}^{(1)}} \exp \left(-\left\langle H,-s^{-1} H^{(2)}\right\rangle\right)$

$$
\cdot\left\{\int_{\operatorname{Re} H^{(1)}=Y} \exp \left\langle H, H^{(1)}\right\rangle\left(N\left(s, H^{(1)}\right) \Phi\left(H^{(1)}\right), \Psi\right)\left|d H^{(1)}\right|\right\} d H
$$

which is obtained by summing over double cosets, are absolutely convergent. On the other hand (4.k equals

$$
\begin{aligned}
&\left(\frac{1}{2 \pi}\right)^{q} \int_{\mathfrak{a}^{(1)}} \exp \left(-\left\langle H,-s^{-1} H^{(2)}\right\rangle\right) \\
& \cdot\left\{\int_{\operatorname{Re}\left(H^{(1)}\right)=Y} \exp \left\langle H, H^{(1)}\right\rangle\left(\Phi\left(H^{(1)}\right), N_{\gamma}\left(s^{-1}, \bar{H}^{(2)}\right) \Psi\right)\left|d H^{(1)}\right|\right\} d H
\end{aligned}
$$

The sum over double cosets equals

$$
\begin{align*}
\left(\frac{1}{2 \pi}\right)^{q} \int_{\mathfrak{a}^{(1)}} \exp (- & \left.\left\langle H,-s^{-1} H^{(2)}\right\rangle\right)  \tag{4.n}\\
& \cdot\left\{\int_{\operatorname{Re}\left(H^{(1)}\right)=Y} \exp \left\langle H, H^{(1)}\right\rangle\left(\Phi\left(H^{(1)}\right), N\left(s^{-1}, \bar{H}^{(2)}\right) \Psi\right)\left|d H^{(1)}\right|\right\} d H
\end{align*}
$$

Thus (4.m) and (4.n are equal. From the Fourier inversion formula (4.n equals

$$
\left(\Phi\left(-s^{-1} H^{(2)}\right), N\left(s^{-1}, \bar{H}^{(2)}\right) \Psi\right)
$$

On the other hand the inner integral in (4.m is the Fourier transform of a function analytic on $\mathfrak{A}^{(1)}$ and uniformly integrable along vertical "lines." Thus its product with $\exp \left(-\left\langle H, H_{0}^{(1)}\right\rangle\right)$ is absolutely integrable if $H_{0}^{(1)}$ is in $\mathfrak{A}^{(1)}$. Referring to 4.m) we see that this product is also integrable if $H_{0}^{(1)}$ is in $-s^{-1}\left(\mathfrak{A}^{(2)}\right)$. From Hölders inequality the product is integrable if $H_{0}^{(1)}$ is in the convex hull of these two sets and then the integral must give us the analytic continuation of

$$
\left(N\left(s, H^{(1)}\right) \Phi\left(H^{(1)}\right), \Psi\right)
$$

to this region. Consequently

$$
\left(N^{*}\left(s^{-1}, \bar{H}^{(2)}\right) \Phi\left(-s^{-1} H^{(2)}\right), \Psi\right)=\left(N\left(s,-s^{-1} H^{(2)}\right) \Phi\left(-s^{-1} H^{(2)}\right), \Psi\right)
$$

which proves (iii).

Finally we prove (i). We start from the observation made at the end of Lemma 4.1 that if $C$ is a compact subset of $\Gamma \backslash G$ or of $G$ then

$$
\sum_{\Delta \backslash \Gamma}\left|\exp \left\langle H^{(1)}(\gamma g), H^{(1)}+H_{\rho}\right\rangle\right||\Phi(\gamma g)| \leqslant c\|\Phi\| \exp \left\langle\operatorname{Re} H^{(1)}, H_{0}^{(1)}\right\rangle
$$

for $g$ in $C$. If $\omega \subseteq N^{(1)}$ and

$$
N^{(1)}=\left(\Gamma \cap N^{(1)}\right) \omega
$$

and if $\omega g \subseteq C$ then

$$
\sum_{\Delta^{(1)} \backslash \Gamma / \Delta^{(2)}} \int_{\Delta^{(2)} \cap \gamma^{-1} \Delta^{(1)} \gamma \backslash T^{(2)}}\left|\exp \left\langle H^{(1)}(\gamma t g), H^{(1)}+H_{\rho}\right\rangle\right||\Phi(\gamma t g)| d t
$$

is at most

$$
c\|\Phi\| \exp \left\langle\operatorname{Re} H^{(1)}, H_{0}^{(1)}\right\rangle
$$

This remains true if for each $s$ in $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ we sum only over those $\gamma$ such that $N\left(s, H^{(1)}\right)$ is not identically zero. Then

$$
\left|N\left(s, H^{(1)}\right) \Phi(g)\right| \leqslant c\|\Phi\| \exp \left\langle H^{(1)}, H_{0}^{(1)}\right\rangle \exp \left(-\left\langle H^{(2)}(g), \operatorname{Re}\left(s\left(H^{(1)}\right)\right)\right\rangle\right)
$$

which proves the assertion since the linear functionals on $\mathfrak{E}\left(V^{(2)}, W\right)$ obtained from evaluating a function at a point span the space of linear functionals on $\mathfrak{E}\left(V^{(2)}, W\right)$.

The relation of being associate breaks up the cuspidal subgroups into equivalence classes. A set of representatives $\{P\}$ for conjugacy classes under $\Gamma$ in one of these equivalence classes will be called a complete family of associate cuspidal subgroups. If $P_{0} \in\{P\}$ and $V_{0}$ is a simple admissible subspace of $\mathcal{L}_{0}\left(\Theta_{0} \backslash M_{0}\right)$ then for each $P$ in $\{P\}$ there is a simple admissible subspace associate to $V_{0}$. The family $\{V\}$ so obtained will be called a complete family of associate admissible subspaces. Let $W$ be a simple admissible subspace of the space of functions on $K$. If $P$ belongs to $\{P\}$ and $V$, which is a subspace of $\mathcal{L}(\Theta \backslash M)$, belongs to $\{V\}$, and if $\phi$ belongs to $\mathfrak{D}(V, W)$ then $\widehat{\phi}(g)$ belongs to $\mathcal{L}(\Gamma \backslash G)$. Let the closed space spanned by the functions $\widehat{\phi}$ as $P$ varies over $\{P\}$ be denoted by $\mathcal{L}(\{P\},\{V\}, W)$. Whenever we have $\{P\},\{V\}$, and $W$ as above we will denote by $\mathfrak{a}^{(1)}, \ldots, \mathfrak{a}^{(r)}$ the distinct split components of the elements of $\{P\}$, by $P^{(i, 1)}, \ldots, P^{\left(i, m_{i}\right)}$ those elements of $\{P\}$ with $\mathfrak{a}^{(i)}$ as split component, and by $\mathfrak{E}^{(i)}$ the direct sum

$$
\bigoplus_{k=1}^{m_{i}} \mathfrak{E}\left(V^{(i, k)}, W\right)
$$

Moreover if $H^{(i)}$ belongs to $\mathfrak{a}^{(i)}$ and $s$ belongs to $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ we will denote the linear transformation from $\mathfrak{E}^{(i)}$ to $\mathfrak{E}^{(j)}$ which takes $\Phi$ in $\mathfrak{E}\left(V^{(i, k)}, W\right)$ to that element of $\mathfrak{E}^{(j)}$ whose component in $\mathfrak{E}\left(V^{(j, \ell)}, W\right)$ is $N\left(s, H^{(i)}\right) \Phi$ by $M\left(s, H^{(i)}\right)$. Of course $N\left(s, H^{(i)}\right)$ depends on $P^{(i, k)}$ and $P^{(j, \ell)}$ and is not everywhere defined. Finally if

$$
\Phi=\bigoplus_{k=1}^{m_{i}} \bar{\Phi}_{k}
$$

belongs to $\mathfrak{E}^{(i)}$ we let

$$
E\left(g, \Phi, H^{(i)}\right)=\sum_{k=1}^{m_{i}} E\left(g, \Phi_{k}, H^{(i)}\right) .
$$

## Lemma 4.6.

(i) Suppose $\{P\}_{i},\{V\}_{i}, W_{i}, i=1,2$, are respectively a complete family of associate cuspidal subgroups, a complete family of associate admissible subspaces, and a simple admissible subspace of the space of functions on $K$; then $\mathcal{L}\left(\{P\}_{1},\{V\}_{1}, W_{1}\right)$ is orthogonal to $\mathcal{L}\left(\{P\}_{2},\{V\}_{2}, W\right)$ unless $\{P\}_{1}$ and $\{P\}_{2}$ are representatives of the same equivalence class, the elements of $\{V\}_{1}$ and $\{V\}_{2}$ are associate, and $W_{1}=W_{2}$. Moreover $\mathcal{L}(\Gamma \backslash G)$ is the direct sum of all the spaces $\mathcal{L}(\{P\},\{V\}, W)$ and, for a fixed $\{P\}$ and $\{V\}, \bigoplus_{W} \mathcal{L}(\{P\},\{V\}, W)$ is invariant under $G$.
(ii) If $\{P\},\{V\}$, and $W$ are given and if, for $1 \leqslant i \leqslant r$ and $1 \leqslant k \leqslant m_{i}, \phi_{i, k}$ and $\psi_{i, k}$, which belongs to $\mathfrak{D}\left(V^{(i, k)}, W\right)$, are the Fourier transforms of $\Phi_{i, k}\left(H^{(i)}\right)$ and $\Psi_{i, k}\left(H^{(i)}\right)$ respectively let

$$
\Phi_{i}\left(H^{(i)}\right)=\bigoplus_{k=1}^{m_{i}} \Phi_{i, k}\left(H^{(i)}\right)
$$

and

$$
\Psi_{i}\left(H^{(i)}\right)=\bigoplus_{k=1}^{m_{i}} \Psi_{i, k}\left(H^{(i)}\right)
$$

Then

$$
\begin{equation*}
\int_{\Gamma \backslash G} \sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{k=1}^{m_{i}} \sum_{\ell=1}^{m_{j}} \widehat{\phi}_{i, k}(g) \widehat{\bar{\psi}}_{j, \ell}(g) d g \tag{4.o}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re}\left(H^{(i)}\right)=Y}\left(M\left(s, H^{(i)}\right), \Phi\left(H^{(i)}\right), \Psi_{j}\left(-s \bar{H}^{(i)}\right)\right)\left|d H^{(i)}\right| \tag{4.p}
\end{equation*}
$$

summed over s in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ and $1 \leqslant i, j \leqslant r$. Here $q$ is the rank of elements of $\{P\}$ and $Y^{(i)}$ is a real point in $\mathfrak{A}^{(i)}$.

Suppose $P^{(i)}, i=1,2$ are cuspidal subgroups, suppose $V^{(i)}$ is an admissible subspace of $\mathcal{L}_{0}\left(\Theta^{(i)} \backslash M^{(i)}\right)$, and $W^{(i)}$ is an admissible subspace of the space of functions on $K$. If $\phi$ belongs to $\mathfrak{D}\left(V^{(1)}, W^{(1)}\right)$ and $\psi$ belongs to $\mathfrak{D}\left(V^{(2)}, W^{(2)}\right)$ let

$$
\begin{aligned}
& \phi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re}\left(H^{(1)}\right)=Y^{(1)}} \exp \left\langle H^{(1)}(g), H^{(1)}+H_{\rho}\right\rangle \Phi\left(H^{(1)}, g\right)\left|d H^{(1)}\right|, \\
& \psi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re} H^{(2)}=Y^{(2)}} \exp \left\langle H^{(2)}(g), H^{(2)}+H_{\rho}\right\rangle \Psi\left(H^{(2)}, g\right)\left|d H^{(2)}\right| .
\end{aligned}
$$

Then

$$
\int_{\Gamma \backslash G} \widehat{\phi}(g) \widehat{\bar{\psi}}(g)
$$

is equal to

$$
\begin{equation*}
\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re} H^{(1)}=Y^{(1)}}\left\{\int_{\Delta^{(2)} \backslash G} \bar{\psi}(g) E\left(g, \Phi\left(H^{(1)}\right), H^{(1)}\right) d g\right\}\left|d H^{(1)}\right| \tag{4.q}
\end{equation*}
$$

if $Y^{(1)}$ belongs to $U^{(1)}$. The inner integral is of the same form as (4.j) and as we know vanishes unless $P^{(1)}$ and $P^{(2)}$ are associate. If $P^{(1)}$ and $P^{(2)}$ are associate and $V^{(i)}$ and $W^{(i)}$ are simple admissible spaces for $i=1,2$, then it is zero unless $V^{(1)}$ and $V^{(2)}$ are associate and $W^{(1)}=W^{(2)}$. Finally if $P^{(1)}$ and $P^{(2)}$ and $V^{(1)}$ and $V^{(2)}$ are associate and $W^{(1)}=W^{(2)}=W$ the inner integral is readily seen to equal

$$
\left(\frac{1}{2 \pi}\right)^{q} \sum_{s \in \Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)}\left(N\left(H^{(1)}, s\right) \Phi\left(H^{(1)}\right), \Psi\left(-s \bar{H}^{(1)}\right)\right)
$$

This proves part (ii) of the lemma and the first assertion of part (i). The second assertion follows readily from the second corollary to Lemma 3.7.

To complete the proof of part (i) it is enough to show that

$$
\bigoplus_{W} \mathcal{L}(\{P\},\{V\}, W)
$$

is invariant under $\lambda(f)$ when $f$ is continuous with compact support. If $W_{1}$ and $W_{2}$ are simple admissible subspaces of the space of functions on $K$ define $\mathcal{C}\left(W_{1}, W_{2}\right)$ to be the set of all continuous functions on $G$ with compact support such that $f\left(k^{-1} g\right)$ belongs to $W_{1}$ for each $g$ in $G$ and $f\left(g k^{-1}\right)$ belongs to $W_{2}$ for each $g$ in $G$. It is enough to show that for any $W_{1}$ and $W_{2}$ the space

$$
\bigoplus_{W} \mathcal{L}(\{P\},\{V\}, W)
$$

is invariant under $\lambda(f)$ for all $f$ in $\mathcal{C}\left(W_{1}, W_{2}\right)$. Suppose $\phi(g)$ belongs to $\mathfrak{D}(V, W)$ for some $V$ in $\{V\}$ and some $W$ and

$$
\phi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re} H=Y} \exp (\langle H(g), H\rangle+\rho(H(g))) \Phi(H, g)|d H|
$$

If $f$ belongs to $\mathcal{C}\left(W_{1}, W_{2}\right)$ then

$$
\lambda(f) \phi(g)=\int_{G} \phi(g h) f(h) d h
$$

equals 0 unless $W_{2}=W$. If $W_{2}=W$ it is readily seen that $\lambda(f) \phi$ belongs to $\mathfrak{D}\left(V, W_{1}\right)$; since

$$
\lambda(f) \widehat{\phi}=(\lambda(f) \phi)^{\wedge}
$$

the third assertion of part (i) is proved. Moreover

$$
\begin{equation*}
\lambda(f) \phi(g)=\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re} H=Y} \exp (\langle H(g), H\rangle+\rho(H(g))) \Phi^{\prime}(H, g) d H \tag{4.r}
\end{equation*}
$$

if $\Phi^{\prime}(H)=\pi(f, H) \Phi(H)$.
Let us now introduce some notation which will be useful later. Suppose $\{P\},\{V\}$, and $W$ are given. Suppose that, for $1 \leqslant i \leqslant r, \Phi_{i}\left(H^{(i)}\right)$ is a function defined on some subset of $\mathfrak{a}_{c}^{(i)}$ with values in $\mathfrak{E}^{(i)}$. We shall use the notation $\Phi(H)$ for the $r$-tuple $\left(\Phi_{1}\left(H^{(1)}\right), \ldots, \Phi_{r}\left(H^{(r)}\right)\right)$
of functions and occasionally talk of $\Phi$ as though it were a function. If $\Phi_{1}\left(H^{(1)}\right), \ldots, \Phi_{r}\left(H^{(r)}\right)$ arise as in part (ii) of the lemma, let us denote

$$
\sum_{i=1}^{r} \sum_{k=1}^{m_{i}} \widehat{\phi}_{i, k}
$$

by $\widehat{\phi}$. If $R^{2}>\langle\rho, \rho\rangle$ the map $\Phi(\cdot) \rightarrow \widehat{\phi}$ can be extended to the space of all functions $\Phi(H)=\left(\Phi_{1}\left(H^{(1)}\right), \ldots, \Phi_{r}\left(H^{(r)}\right)\right)$ which are such that $\Phi_{i}\left(H^{(i)}\right)$ is analytic on

$$
\left\{H^{(i)} \in \mathfrak{a}_{c}^{(i)} \mid\left\|\operatorname{Re}\left(H^{(i)}\right)\right\|<R\right\}
$$

and dominated on this set by a square-integrable function of $\operatorname{Im}\left(H^{(i)}\right)$. The formula of part (ii) of the lemma will still be valid. In particular the map can be extended to the set $\mathfrak{H}$ of all functions $\Phi(H)$ such that $\Phi_{i}\left(H^{(i)}\right)$ is analytic on the above set and $\left\|p\left(\operatorname{Im}\left(H^{(i)}\right)\right) \Phi\left(H^{(i)}\right)\right\|$ is bounded on the above set if $p$ is any polynomial. The set $\mathfrak{H}$ is invariant under multiplication by polynomials.

## CHAPTER 5

## Miscellaneous lemmas

In order to avoid interruptions later we collect together in this section a number of lemmas necessary in the proof of the functional equations of the Eisenstein series.

Lemma 5.1. Let $\phi$ be a continuous function on $\Gamma \backslash G$ and suppose that there is a constant $r$ such that if $\mathfrak{S}^{\prime}$ is a Siegel domain associated to a percuspidal subgroup $P^{\prime}$ there is a constant $c^{\prime}$ such that $|\phi(g)| \leqslant c^{\prime} \eta^{r}\left(a^{\prime}(g)\right)$ if $g$ belongs to $\mathfrak{S}^{\prime}$. Suppose that there is an integer $q$ such that if ${ }^{*} P$ is any cuspidal subgroup then the cuspidal component of

$$
{ }^{*} \phi(g)=\int_{\Gamma \cap{ }^{*} N \backslash{ }^{*} N} \phi(n g) d n
$$

is zero unless the rank of ${ }^{*} P$ equals $q$. Let $\left\{P_{1}, \ldots, P_{s}\right\}$ be a set of representatives for the conjugacy classes of cuspidal subgroups of rank $q$ and for each $i$ let $V_{i}$ be an admissible subspace of $\mathcal{L}_{0}\left(\Theta_{i} \backslash M_{i}\right)$; let $W$ be an admissible space of functions on $K$. Suppose there is an integer $N$ such that if $\left\{p_{i}^{(k)} \mid 1 \leqslant k \leqslant t\right\}$ is a basis for the polynomials on $\mathfrak{a}_{i}$ of degree at most $N$ then

$$
\begin{equation*}
\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi(n g) d n=\sum_{j=1}^{s_{i}} \exp \left\langle H_{i}(g), H_{i}^{(j)}\right\rangle \sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(j, k)}(g) \tag{5.a}
\end{equation*}
$$

with $\Phi_{i}^{(j, k)}$ in $\mathfrak{E}\left(V_{i}, W\right)$. Let $\left\{p_{i} \mid 1 \leqslant i \leqslant u\right\}$ be a basis for the polynomials on $\mathfrak{h}$ of degree at most $N$; then given any percuspidal subgroup $P$ and any Siegel domain $\mathfrak{S}$ associated to $P$ there is a constant $c$ such that on $\mathfrak{S}$

$$
\begin{equation*}
|\phi(g)| \leqslant c\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\} \tag{5.b}
\end{equation*}
$$

Suppose $f$ is an infinitely differentiably function on $G$ with compact support such that $f\left(k g k^{-1}\right)=f(g)$ for all $g$ and $k$. Let $\phi_{1}=\lambda(f) \phi$. If ${ }^{*} P$ is any cuspidal subgroup, ${ }^{*} V$ an admissible subspace of $\mathcal{L}_{0}\left({ }^{*} \Theta \backslash{ }^{*} M\right)$, ${ }^{*} W$ an admissible space of functions on $K$, and $\psi$ an element of $\mathfrak{D}\left({ }^{*} V,{ }^{*} W\right)$ we have

$$
\int_{{ }^{*} T \backslash G} \psi(g)^{*} \widehat{\phi}_{1}(g) d g=\int_{*_{T \backslash G}} \lambda\left(f^{*}\right) \psi(g)^{*} \widehat{\phi}(g) d g
$$

If $\psi$ belongs to $\mathfrak{D}\left({ }^{*} V,{ }^{*} W\right)$ so does $\lambda\left(f^{*}\right) \psi$ so that both integrals are zero if the rank of ${ }^{*} P$ is not $q$. On the other hand if $H_{i}$ belongs to the complexification of the split component of $P_{i}$ and $\Phi_{i}^{(k)}, 1 \leqslant k \leqslant t$, belongs to $\mathfrak{E}\left(V_{i}, W\right)$ then the result of applying $\lambda(f)$ to the function

$$
\exp \left\langle H_{i}(g), H_{i}\right\rangle\left\{\sum_{k=1}^{t} p_{k}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(k)}(g)\right\}
$$

is the function

$$
\exp \left\langle H_{i}(g), H_{i}\right\rangle\left\{\sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right)\left(\sum_{\ell=1}^{t} \pi^{(k, \ell)}\left(f, H_{i}\right) \Phi_{i}^{(\ell)}\right)(g)\right\}
$$

where $\pi^{(k, \ell)}\left(f, H_{i}\right)$ is a linear transformation on $\mathfrak{E}\left(V^{(i)}, W\right)$. The matrix $\left(\pi^{(k, \ell)}\left(f, H_{i}\right)\right)$ defines a linear transformation on

$$
\bigoplus_{k=1}^{t} \mathfrak{E}\left(V^{(i)}, W\right)
$$

which we will denote by $\pi\left(f, H_{i}\right)$ even though $\pi\left(f, H_{i}\right)$ usually has another meaning. Given the finite set of points $H_{i}^{(1)}, \ldots, H_{i}^{\left(s_{i}\right)}$ we readily see that we can choose $f$ so that $\pi\left(f, H_{i}^{(j)}\right)$ is the identity for $1 \leqslant i \leqslant s, 1 \leqslant j \leqslant s_{i}$.

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi(n g) d n=\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi_{1}(n g) d n
$$

for $1 \leqslant i \leqslant s$, It follows from Lemma 3.7 that $\lambda(f) \phi=\phi$. Arguing the same way as in the proof of Lemma 4.1 we see that if $X$ is in the centre of the universal enveloping algebra then the result of applying $\lambda(X)$ to the function

$$
\exp \left\langle H_{i}(g), H_{i}\right\rangle\left\{\sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(k)}(g)\right\}
$$

is the function

$$
\exp \left\langle H_{i}(g), H_{i}\right\rangle\left\{\sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right)\left(\sum_{\ell=1}^{t} \pi^{(k, \ell)}\left(X, H_{i}\right) \Phi_{i}^{(\ell)}\right)(g)\right\}
$$

where $\pi^{(k, \ell)}\left(X, H_{i}\right)$ is a linear transformation on $\mathfrak{E}\left(V^{(i)}, W\right)$. It then follows readily that there are points $Z_{1}, \ldots, Z_{m}$ in $\mathfrak{j}_{c}$, irreducible representations $\sigma_{1}, \ldots, \sigma_{n}$ of $K$, and an integer $\ell_{0}$ such that $\phi$ belongs to

$$
\mathfrak{H}\left(Z_{1}, \ldots, Z_{m} ; \sigma_{1}, \ldots, \sigma_{n} ; \ell_{0}\right) .
$$

If $q=0$ the inequality (5.b) merely asserts that $\phi(g)$ is bounded on any Siegel domain. That this is so follows of course from Lemma 3.5 and the corollary to Lemma 3.4. The lemma will be proved for a general value of $q$ by induction. Suppose $q$ is positive. If $\left\{\alpha_{1,}, \ldots, \alpha_{p},\right\}$ is the set of simple roots of $\mathfrak{h}$ let ${ }^{*} P_{i}$ be the cuspidal subgroups belonging to $P$ determined by $\left\{\alpha_{j}, \mid j \neq i\right\}$. It follows from Lemma 4.2 that

$$
\int_{\Gamma \cap * N_{i} \backslash N_{i}} \phi(n g) d n=\sum_{j=1}^{j_{i}} \exp \left\langle{ }^{*} H_{i}(g),{ }^{*} H_{i}^{(j)}\right\rangle \sum_{k=1}^{k_{i}} q_{i}^{(j)}\left({ }^{*} H_{i}(g)\right) \phi_{i}^{(j, k)}(g)
$$

where $\phi_{i}^{(j, k)}$ is a function on ${ }^{*} A_{i}{ }^{*} T_{i} \backslash G$, the elements ${ }^{*} H_{i}^{(j)}, 1 \leqslant j \leqslant j_{i}$, are distinct, and the set of homogeneous polynomials $q_{i}^{(1)}, \ldots, q_{i}^{\left(k_{i}\right)}$ is linearly independent. Let us consider $\phi_{i}^{(j, k)}$ as a function on ${ }^{*} \Theta_{i} \times\{1\} \backslash{ }^{*} M_{i} \times K$ and show that it satisfies the conditions of the lemma. Since the functions

$$
\exp \left\langle{ }^{*} H_{i},{ }^{*} H_{i}^{(j)}\right\rangle q_{i}^{(k)}\left({ }^{*} H_{i}\right), \quad 1 \leqslant j \leqslant j_{i}, 1 \leqslant k \leqslant k_{i}
$$

are linearly independent, $\phi_{i}^{(j, k)}(m, k)$ is a linear combination of functions of the form

$$
\int_{\Gamma \cap^{*} N_{i} \backslash N_{i}} \phi\left(n a m k^{-1}\right) d n
$$

with $a$ in ${ }^{*} A_{i}$. Any condition of the lemma which is satisfied by the latter functions will also be satisfied by each of the functions $\phi_{i}^{(j, k)}$. Lemma 3.3 shows that the condition on the rate of growth on Siegel domains is satisfied. The proof of Lemma 3.7 shows that if ${ }^{\dagger} P \times K$ is a cuspidal subgroup of ${ }^{*} M_{i} \times K$ then the cuspidal component of

$$
\int_{{ }^{*} \Theta_{i} \cap^{\dagger} N \backslash^{\dagger} N}\left\{\int_{\left.\Gamma \cap^{*} N_{i}\right\rangle^{*} N_{i}} \phi\left(n a n_{1} m k^{-1}\right) d n\right\} d n_{1}
$$

is zero unless the rank of ${ }^{\dagger} P$, or equivalently ${ }^{\dagger} P \times K$, is $q-1$. Finally we must find the analogue of the form (5.a).

In order to free the indices $i, j$, and $k$ for other use we set $i=i_{0}, j=j_{0}$, and $k=k_{0}$. If $P^{\prime}$ is a cuspidal subgroup of rank $q$ to which ${ }^{*} P_{i_{0}}$ belongs suppose for simplicity that $P^{\prime}=P_{i}$ for some $i$. If $F$ is the subset of $\left\{1, \ldots, s_{i}\right\}$ consisting of those $j$ such that the projection of $H_{i}^{(j)}$ on the complexification of ${ }^{*} \mathfrak{a}_{i_{0}}$ equals ${ }^{*} H_{i_{0}}^{\left(j_{0}\right)}$ and if $r^{(1)}, \ldots, r^{\left(t_{i}\right)}$ is a basis for the polynomials on the orthogonal complement ${ }^{\dagger} \mathfrak{a}_{i}$ of ${ }^{*} \mathfrak{a}_{i_{0}}$ in $\mathfrak{a}_{i}$ of degree at most $N-M$, with $M$ equal to the degree of $q_{i_{0}}^{\left(k_{0}\right)}$, then

$$
\int_{{ }^{*} \Theta_{i_{0}} \cap N_{i} \backslash^{\dagger} N_{i}} \phi_{i_{0}}^{\left(j_{0}, k_{0}\right)}(n m, k) d n
$$

is equal to

$$
\begin{equation*}
\sum_{j \in F} \exp \left\langle{ }^{\dagger} H_{i}(m),{ }^{\dagger} H_{i}^{(j)}\right\rangle \sum_{k=1}^{t_{i}} r^{(k)}\left({ }^{\dagger} H_{i}(m)\right) \Psi_{i}^{(j, k)}\left(m k^{-1}\right) \tag{5.c}
\end{equation*}
$$

Here

$$
{ }^{\dagger} P_{i}={ }^{*} N_{i_{0}} \backslash P_{i} \cap{ }^{*} S_{i_{0}}, \quad H_{i}^{(j)}={ }^{*} H_{i}^{(j)}+{ }^{\dagger} H_{i}^{(j)},
$$

with ${ }^{*} H_{i}^{(j)}$ in the complexification of $\mathfrak{a}_{i_{0}}$ and ${ }^{\dagger} H_{i}^{(j)}$ in the complexification of ${ }^{\dagger} \mathfrak{a}_{i}$. The functions $\Psi_{i}^{(j, k)}$ are linear combinations of the functions $\Phi_{i}^{(j, k)}$. Considered as functions on ${ }^{*} M_{i_{0}} \times K$ they belong to $\mathfrak{E}\left(V_{i} \times W, W^{*}\right)$ as we saw when proving Lemma 3.5.

Applying the induction assumption to each of the functions $\phi_{i}^{(j, k)}$ we see that if ${ }^{\dagger} \mathfrak{S}_{i}$ is a Siegel domain associated to a percuspidal subgroup of ${ }^{*} M_{i}$ there is a constant $c_{i}$ such that if $g=n_{i} a_{i} m_{i} k_{i}$ and $m_{i}$ belongs to ${ }^{\dagger} \mathfrak{S}_{i}$ then

$$
\left|\int_{\Gamma \cap^{*} N_{i} \wedge^{*} N_{i}} \phi(n g) d n\right| \leqslant c_{i}\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\} .
$$

Suppose $\mathfrak{S}$ is a Siegel domain associated to $P$. It is enough to establish the inequality (5.b) on each

$$
\mathfrak{S}_{i}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{i},}(a(g)) \geqslant \xi_{\alpha_{j},}(a(g)), 1 \leqslant j \leqslant p\right\}
$$

It is not difficult to see that there is a Siegel domain ${ }^{\dagger} \mathfrak{S}_{i}$ associated to a percuspidal subgroup of ${ }^{*} M_{i}$ such that $\mathfrak{S}$ is contained in ${ }^{*} N_{i}{ }^{*} A_{i}{ }^{\dagger} \mathfrak{S}_{i} K$; the simple calculations necessary for a
complete verification are carried out later in this section. Since $\lambda(f) \phi=\phi$ we see from Lemma 3.4 that if $b$ is any real number there is a constant $c_{i}^{\prime}$ such that

$$
\left|\phi(g)-\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi(n g) d n\right| \leqslant c_{i}^{\prime} \eta^{b}(a(g))
$$

on $\mathfrak{S}_{i}$. For $b$ sufficiently small $\eta^{b}(a(g))$ is bounded on $\mathfrak{S}$ by a constant times the expression in brackets on the right side of (5.b). So the lemma is proved.

Corollary. If, for each $i$ and $j$,

$$
\operatorname{Re}\left(\alpha_{, k}\left(H_{i}^{(j)}\right)\right)<\left\langle\alpha_{, k}, \rho\right\rangle, \quad 1 \leqslant k \leqslant p
$$

then $\phi$ is square integrable on $\Gamma \backslash G$.
It has only to be verified that the right side of (5.b) is square integrable on any Siegel domain. This is a routine calculation.

Lemma 5.2. Let $\left\{\phi_{n}\right\}$ be a sequence of functions on $\Gamma \backslash G$ and suppose that for each $n$ there is a constant $r(n)$ such that if $\mathfrak{S}^{\prime}$ is a Siegel domain associated to a percuspidal subgroup there is a constant $c^{\prime}(n)$ such that

$$
|\phi(g)| \leqslant c^{\prime}(n) \eta^{r(n)}\left(a^{\prime}(g)\right)
$$

if $g$ belongs to $\mathfrak{S}^{\prime}$. Suppose that there is an integer $q$ such that if ${ }^{*} P$ is any cuspidal subgroup then the cuspidal component of

$$
\int_{\Gamma \cap^{*} N \backslash * N} \phi_{n}(x g) d x
$$

is zero unless the rank of ${ }^{*} P$ is $q$. Let $\left\{P_{1}, \ldots, P_{s}\right\}$ be a set of representatives for the conjugacy classes of cuspidal subgroups of rank $q$ and for each $i$ let $V_{i}$ be an admissible subspace of $\mathcal{L}_{0}\left(\Theta_{i} \backslash M_{i}\right)$; let $W$ be an admissible space of functions on $K$. Suppose there is an integer $N$ such that if $\left\{p_{i}^{(k)} \mid 1 \leqslant k \leqslant t\right\}$ is a basis for the polynomials on $\mathfrak{a}_{i}$ of degree at most $N$ then

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi_{n}(x g) d x=\sum_{j=1}^{s_{i}} \exp \left\langle H_{i}(g), H_{n, i}^{(j)}\right\rangle \sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{n, i}^{(j, k)}(g)
$$

with $H_{n, i}^{(j)}$ in the complexification of $\mathfrak{a}_{i}$ and $\Phi_{n, i}^{(j, k)}$ in $\mathfrak{E}\left(V_{i}, W\right)$. Finally suppose that

$$
\lim _{n \rightarrow \infty} H_{n, i}^{(j)}=H_{i}^{(j)}
$$

and

$$
\lim _{n \rightarrow \infty} \Phi_{n, i}^{(j, k)}=\Phi_{i}^{(j, k)}
$$

exist for all $i, j$, and $k$. Then there is a function $\phi$ on $\Gamma \backslash G$ such that

$$
\lim _{n \rightarrow \infty} \phi_{n}(g)=\phi(g)
$$

uniformly on compact sets. Moreover if $\mathfrak{S}$ is any Siegel domain associated to a percuspidal subgroup there is a constant c such that $\left|\phi_{n}(g)\right|$ is less than or equal to

$$
\begin{equation*}
c\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \sum_{k=1}^{t}\left\|\Phi_{n, i}^{(j, k)}\right\|\right\}\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{n, i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\} . \tag{5.d}
\end{equation*}
$$

The polynomials $p_{k}$ are the same as in the previous lemma. If $f$ is an infinitely differentiable function on $G$ with compact support such that

$$
f\left(k g k^{-1}\right)=f(g)
$$

for all $g$ and $k$ then define $\pi\left(f, H_{i}\right)$ as in the proof of the previous lemma. Choose $f$ such that $\pi\left(f, H_{i}^{(j)}\right)$ is the identity for $1 \leqslant i \leqslant s, 1 \leqslant j \leqslant s_{i}$. If we take the direct sum

$$
\bigoplus_{i=1}^{s} \bigoplus_{j=1}^{s_{i}}\left(\sum_{k=1}^{t} \mathfrak{E}\left(V^{(i)}, W\right)\right)
$$

then we can define the operator

$$
\bigoplus_{i=1}^{s} \bigoplus_{j=1}^{s_{i}} \pi\left(f, H_{n, i}^{(j)}\right)=\pi_{n}
$$

on this space. For $n$ sufficiently large the determinant of $\pi_{n}$ will be at least $\frac{1}{2}$. Thus for $n$ sufficiently large there is a polynomial $p_{n}$ of a certain fixed degree with no constant term and with uniformly bounded coefficients such that $p_{n}\left(\pi_{n}\right)$ is the identity. Because of Lemmas 3.7 and 5.1 we can ignore any finite set of terms in the sequence; so we suppose that $p_{n}$ is defined for all $n$. The function $f_{n}=p_{n}(f)$ is defined in the group algebra and the argument used in the proof of Lemma 5.1 shows that $\lambda\left(f_{n}\right) \phi_{n}=\phi_{n}$. There is a fixed compact set which contains the support of all the functions $f_{n}$ and if $X$ belongs to $\mathfrak{g}$ there is a constant $\mu$ such that

$$
\left|\lambda(X) f_{n}(g)\right| \leqslant \mu
$$

for all $n$ and all $g$.
In the statement of the lemma the limit as $n$ approaches infinity of $\Phi_{n, i}^{(j, k)}$ is to be taken in the norm on $\mathfrak{E}\left(V_{i}, W\right)$ that has been introduced earlier. This, as we know, implies uniform convergence. Thus if $q$ equals zero the first assertion of the lemma is immediate. The second is also; so we suppose that $q$ is positive and proceed by induction. Let

$$
\nu(n)=\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \sum_{k=1}^{t}\left\|\Phi_{n, i}^{(j, k)}\right\|
$$

If $\lim _{n \rightarrow \infty} \nu(n)=0$ we have only to establish the inequality (5.d) because we can then take $\phi$ to be zero. Since $\phi_{n}$ is zero when $\nu(n)$ is, the lemma will be valid for the given sequence if it is valid for the sequence which results when all terms with $\nu(n)$ equal to zero are removed. We thus suppose that $\nu(n)$ is different from zero for all $n$. If the lemma were false for a given sequence with $\lim _{n \rightarrow \infty} \nu(n)=0$ then from this sequence we could select a subsequence for which the lemma is false and for which

$$
\lim _{n \rightarrow \infty} \nu^{-1}(n) \Phi_{n, i}^{(j, k)}
$$

exists for all $i, j$, and $k$; replacing the elements of this subsequence by $\nu^{-1}(n) \phi_{n}$ we obtain a sequence for which the lemma is false and for which $\lim _{n \rightarrow \infty} \nu(n)=1$. We now prove the lemma in the case that $\lim _{n \rightarrow \infty} \nu(n)$ is not zero.

Let $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(v)}$ be a set of Siegel domains, associated to the percuspidal subgroups $P^{(1)}, \ldots, P^{(v)}$ respectively, which cover $\Gamma \backslash G$. If $\left\{\phi_{n}\right\}$ is any sequence satisfying the conditions
of the lemma it follows from Lemmas 3.7 and 5.1 that for $1 \leqslant n<\infty$ there is a constant $c_{1}(n)$ such that

$$
\begin{equation*}
\left|\phi_{n}(g)\right| \leqslant c_{1}(n)\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H^{(x)}(g), \operatorname{Re} H_{n, i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}\left(H^{(x)}(g)\right)\right|\right\} \tag{5.e}
\end{equation*}
$$

if $g$ belongs to $\mathfrak{S}^{(x)}$. It may be supposed that $c_{1}(n)$ is the smallest number for which (5.e) is valid. Since we can always take $\mathfrak{S}$ to be one of $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(v)}$ the inequality (5.d) will be proved, at least when $\lim _{n \rightarrow \infty} \nu(n)$ is not zero, if it is shown that the sequence $\left\{c_{1}(n)\right\}$ is bounded. At the moment however there are still two possibilities; either the sequence is bounded or it is not. In the second case replace $\phi_{n}$ by $c_{1}^{-1}(n) \phi_{n}$ and, for the present at least, assume that $\left\{c_{1}(n)\right\}$ is bounded. It follows from Ascoli's lemma and the relation $\lambda\left(f_{n}\right) \phi_{n}=\phi_{n}$ that we can choose a subsequence $\left\{\phi_{n}^{\prime}\right\}$ so that

$$
\lim _{n \rightarrow \infty} \phi_{n}^{\prime}(g)=\phi(g)
$$

exists for each $g$ and the convergence is uniform on compact sets. Lemma 3.3 and the dominated convergence theorem imply that if ${ }^{*} P$ is a cuspidal subgroup of rank different from $q$ then the cuspidal component of

$$
\int_{\Gamma \cap^{*} N \backslash * N} \phi(n g) d n
$$

is zero. Moreover

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi(n g) d n=\sum_{j=1}^{s_{i}} \exp \left\langle H_{i}(g), \lim H_{n, i}^{(j)}\right\rangle \sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right) \lim \Phi_{i}^{(j, k)}(g) .
$$

If $\left\{\phi_{n}\right\}$ did not converge to $\phi$ uniformly on all compact sets we could choose another subsequence which converged to $\phi^{\prime}$ which is not equal to $\phi$; but the cuspidal component of

$$
\int_{\Gamma \cap^{*} N \backslash * N} \phi(n g)-\phi^{\prime}(n g) d n
$$

would be zero for any cuspidal subgroup. According to Lemma 3.7 this is impossible. For the same reasons, if

$$
\lim _{n \rightarrow \infty} \Phi_{n, i}^{(j, k)}=0
$$

for all $i, j$, and $k$ then $\phi$ is zero. In order to exclude the second possibility for (5.e) it has to be shown that if (5.e) is satisfied with a bounded sequence $\left\{c_{1}(n)\right\}$ and

$$
\lim _{n \rightarrow \infty} \Phi_{n, i}^{(j, k)}=0
$$

for all $i, j$, and $k$ then

$$
\lim _{n \rightarrow \infty} c_{1}(n)=0
$$

Once the second possibility is excluded the lemma will be proved.
We will suppose that $\lim _{n \rightarrow \infty} c_{1}(n)$ is not zero and derive a contradiction. Passing to a subsequence if necessary it may be supposed that there is a definite Siegel domain, which we
again call $\mathfrak{S}$, among $\mathfrak{S}^{(1)}, \ldots, \mathfrak{S}^{(v)}$ such that

$$
\begin{equation*}
\sup _{g \in \mathfrak{S}}\left|\phi_{n}(g)\right|\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{n, i}^{(j)}\right\rangle\right\}^{-1}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\}^{-1}=c_{1}(n) \tag{5.f}
\end{equation*}
$$

is greater than or equal to $\varepsilon>0$ for all $n$; $\mathfrak{S}$ is of course associated to the percuspidal subgroup $P$. Let ${ }^{*} P_{i}, 1 \leqslant i \leqslant p$, be the cuspidal subgroup belonging to $P$ determined by the set $\left\{\alpha_{j}, \mid j \neq i\right\}$ and let

$$
\mathfrak{S}_{i}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{i},}(a(g)) \geqslant \xi_{\alpha_{j},}, 1 \leqslant j \leqslant p\right\} .
$$

Suppose it could be shown that there is a sequence $\left\{c_{1}^{\prime}(n)\right\}$ of numbers converging to zero so that

$$
\left|\int_{\Gamma \cap * N_{\ell} \wedge^{*} N_{\ell}} \phi_{n}(n g) d n\right|
$$

is less than or equal to

$$
\begin{equation*}
c_{1}^{\prime}(n)\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{n, i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\} \tag{5.g}
\end{equation*}
$$

if $g$ belongs to $\mathfrak{S}_{\ell}$. Then it would follow from Lemma 3.4 that there was a constant $c^{\prime}$ independent of $n$ such that, for $g$ in $\mathfrak{S},|\phi(g)|$ is at most

$$
\left(c_{1}^{\prime}(n)+c^{\prime} c_{1}(n) \eta^{-1}(a(g))\right)\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), \operatorname{Re} H_{n, i}^{(j)}\right\rangle\right\}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\} .
$$

There is a conditionally compact subset $C$ of $\mathfrak{S}$ such that $c^{\prime} \eta^{-1}(a(g)) \leqslant \frac{1}{2}$ if $g$ is not in $C$. If in the left side of (5.d) $g$ is allowed to vary only over the complement of $C$ the results would be at most $c_{1}^{\prime}(n)+\frac{1}{2} c_{1}(n)$. Thus if $n$ were so large that $c_{1}^{\prime}(n)<\frac{1}{2} \varepsilon$

$$
\sup _{g \in C}\left|\phi_{n}(g)\right|\left\{\sum_{i=1}^{s} \sum_{j=1}^{s_{i}} \exp \left\langle H(g), H_{n, i}^{(j)}\right\rangle\right\}^{-1}\left\{\sum_{k=1}^{u}\left|p_{k}(H(g))\right|\right\}^{-1} \geqslant \varepsilon
$$

This is however impossible since $\phi_{n}(g)$ converges to zero uniformly on compact sets.
The induction assumption will be used to establish (5.g). As in the proof of Lemma 5.1 let

$$
\int_{\Gamma \cap{ }^{*} N_{i} \backslash{ }^{*} N_{i}} \phi_{n}(n g) d n=\sum_{j=1}^{j_{i}(n)} \exp \left\langle{ }^{*} H_{i}(g),{ }^{*} H_{n, i}^{(j)}\right\rangle \sum_{k=1}^{k_{i}} q_{i}^{(k)}\left({ }^{*} H_{i}(g)\right) \phi_{n, i}^{(j, k)}(g)
$$

where $\phi_{i}^{(j, k)}$ is a function on ${ }^{*} A_{i}{ }^{*} T_{i} \backslash G$, the elements

$$
{ }^{*} H_{n, i}^{(j)}, \quad 1 \leqslant j \leqslant j_{i}(n)
$$

are distinct, and the set of homogeneous polynomials $q_{i}^{(1)}, \ldots, q_{i}^{\left(k_{i}\right)}$ is linearly independent. We have already seen in the proof of Lemma 5.1 that if $\phi_{n, i}^{(j, k)}$ are considered as functions on ${ }^{*} \Theta_{i} \times\{1\} \backslash{ }^{*} M_{i} \times K$ then the sequences $\left\{\phi_{n, i}^{(j, k)}\right\}$ satisfy all conditions of the lemma, with $q$ replaced by $q-1$, except perhaps the last. We again replace $i$ by $i_{0}, j$ by $j_{0}$, and $k$ by
$k_{0}$ in order to free the indices $i, j$, and $k$. For each $n$ and each $i$ define a partition $P_{i}(n)$ of $\left\{1, \ldots, s_{i}\right\}$ by demanding that two integers $j_{1}$ and $j_{2}$ belong to the same class of the partition if and only if $H_{n, i}^{\left(j_{1}\right)}$ and $H_{n, i}^{\left(j_{2}\right)}$ have the same projection on ${ }^{*} \mathfrak{a}_{i_{0}}$. Breaking the sequence into a number of subsequences we can suppose that $j_{i}(n)=j_{i}$ and $P_{i}(n)=P_{i}$ are independent of $n$. With this assumption we can verify the last condition of the lemma for the sequence $\phi_{n, i_{0}}^{\left(j_{0}, k_{0}\right)}$. If $P$ is a cuspidal subgroup of $\operatorname{rank} q$ to which ${ }^{*} P_{i_{0}}$ belongs, suppose for simplicity that $P=P_{i}$ for some $i$. Let $M$ be the degree of $q_{i_{0}}^{\left(k_{0}\right)}$. If $F$ is the subset of $\left\{1, \ldots, s_{i}\right\}$ consisting of those $j$ such that the projection of $H_{n, i}^{(j)}$ on ${ }^{*} \mathfrak{a}_{i_{0}}$ equals ${ }^{*} H_{n, i_{0}}^{\left(j_{0}\right)}$ and if $r^{(1)}, \ldots, r^{\left(t_{i}\right)}$ is a basis for the polynomials on the orthogonal complement ${ }^{\dagger} \mathfrak{a}_{i}$ of ${ }^{*} \mathfrak{a}_{i 0}$ in $\mathfrak{a}_{i}$ of degree at most $N-M$ then

$$
\int_{{ }^{*} \Theta_{i_{0}} \cap N_{i} \backslash{ }^{\dagger} N_{i}} \phi_{i_{0}}^{\left(j_{0}, k_{0}\right)}(n m, k) d n
$$

is equal to

$$
\sum_{j \in F} \exp \left\langle{ }^{\dagger} H_{i}(m),{ }^{\dagger} H_{n, i}^{(j)}\right\rangle \sum_{k=1}^{t_{i}} r^{(k)}\left({ }^{\dagger} H_{i}(m)\right) \Psi_{n, i}^{(j, k)}\left(m k^{-1}\right)
$$

Here

$$
\begin{aligned}
{ }^{\dagger} P_{i} & ={ }^{*} N_{i_{0}} \backslash P_{i} \cap{ }^{*} S_{i_{0}} \\
H_{n, i}^{(j)} & ={ }^{*} H_{n, i}^{(j)}+{ }^{\dagger} H_{n, i}^{(j)}
\end{aligned}
$$

with ${ }^{*} H_{n, i}^{(j)}$ in the complexification of $\mathfrak{a}_{i_{0}}$ and ${ }^{\dagger} H_{n, i}^{(j)}$ in the complexification of ${ }^{\dagger} \mathfrak{a}_{i}$. It is clear that $\lim _{n \rightarrow \infty}{ }^{\dagger} H_{n, i}^{(j)}$ exists for each $j$. The functions $\Psi_{n, i}^{(j, k)}$ are linear combinations of the functions $\Phi_{n, i}^{(j, k)}$ with coefficients which do not depend on $n$; consequently

$$
\lim _{n \rightarrow \infty} \Psi_{n, i}^{(j, k)}=0
$$

for each $i, j$, and $k$. The inequality (5.g) follows immediately from the induction assumption.
In the next section it will be necessary to investigate the integral over $\Gamma \backslash G$ of various expressions involving the terms of a sequence $\left\{\phi_{n}\right\}$ which satisfies the conditions of the lemma with $q=1$. In order to do this we must be able to estimate the integral of $|\phi(g)|^{2}$ over certain subsets of $G$ and $\Gamma \backslash G$. For example if $C$ is a compact subset of $G$ then

$$
\int_{C}\left|\phi_{n}(g)\right|^{2} d g=O\left(\nu^{2}(n)\right)
$$

if $\nu(n)$ has the same meaning as in the proof of the lemma. Suppose that $\mathfrak{S}$ is a Siegel domain associated to the percuspidal subgroup $P$. If $\alpha_{i,}, \ldots, \alpha_{p}$, are the simple roots of $\mathfrak{h}$ let ${ }^{*} P_{i}$ be the cuspidal subgroup of rank one determined by $\left\{\alpha_{j}, \mid j \neq i\right\}$ and let

$$
\mathfrak{S}_{i}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{i},}(a(g)) \geqslant \xi_{\alpha_{j},}(a(g)), 1 \leqslant j \leqslant p\right\}
$$

It follows from Lemmas 3.4 and 5.2 that if

$$
{ }^{*} \widehat{\phi}_{n, i}(g)=\int_{\Gamma \cap^{*} N_{i} \backslash^{*} N_{i}} \phi_{n}(n g) d n
$$

and $r$ is any real number then

$$
\left|\phi_{n}(g)-{ }^{*} \widehat{\phi}_{n, i}(g)\right|=O(\nu(n)) \eta^{r}(a(g))
$$

for all $g$ in $\mathfrak{S}_{i}$. Since $\eta^{r}(a(g))$ is square integrable on $\mathfrak{S}_{i}$ for $r \leqslant 0$

$$
\int_{\mathfrak{S}_{i}}\left|\phi_{n}(g)-{ }^{*} \widehat{\phi}_{n, i}(g)\right|^{2} d g=O\left(\nu^{2}(n)\right) .
$$

If $1 \geqslant b>0$ let

$$
\mathfrak{S}_{i}(b)=\left\{g \in \mathfrak{S}_{i} \mid \xi_{\alpha_{j},}(a(g)) \geqslant \xi_{\alpha_{i,},}^{b}(a(g)) \text { for some } j \neq i\right\} .
$$

We shall show that

$$
\begin{equation*}
\int_{\mathfrak{S}_{i}(b)}\left|\widehat{\phi}_{n, i}(g)\right|^{2} d g=O\left(\nu^{2}(n)\right) \tag{5.h}
\end{equation*}
$$

and hence that

$$
\begin{equation*}
\int_{\mathfrak{S}_{i}(b)}\left|\phi_{n}(g)\right|^{2} d g=O\left(\nu^{2}(n)\right) \tag{5.i}
\end{equation*}
$$

It will be better to prove a slightly stronger assertion than (5.h). Suppose that $\mathfrak{S}=\mathfrak{S}(c, \omega)$. If $g$ is in $G$ let $g=n a m k$ with $n$ in ${ }^{*} N_{i}, a$ in ${ }^{*} A_{i}, m$ in ${ }^{*} M_{i}$, and $k$ in $K$. If ${ }^{\dagger} A_{i}=A \cap{ }^{*} M_{i}$ then ${ }^{\dagger} A_{i}$ is the split component of the cuspidal subgroup ${ }^{\dagger} P_{i}={ }^{*} N_{i} \backslash P \cap{ }^{*} S_{i}$ of ${ }^{*} M_{i}$. If $g$ belongs to $S$ and $j \neq i$ then

$$
\xi_{\alpha_{j},}\left({ }^{\dagger} a_{i}(m)\right)=\xi_{\alpha_{j},}(a(g)) \geqslant c
$$

It follows readily from Lemma 2.6 that

$$
\left.\xi_{\alpha_{i},}^{-1}\left({ }^{\dagger} a_{i}(m)\right)=\prod_{j \neq i} \xi_{\alpha_{j},} \delta^{j}{ }^{\dagger} a_{i}(m)\right)
$$

with $\delta_{j} \geqslant 0$; consequently

$$
\xi_{\alpha_{i},}(a) \geqslant c \xi_{\alpha_{i},}^{-1}\left({ }^{\dagger} a_{i}(m)\right) \geqslant c_{1}
$$

with some constant $c_{1}$. If $g$ belongs to $\mathfrak{S}_{i}(b)$ then, for some $j \neq i$,

$$
\xi_{\alpha_{j,},}\left({ }^{\dagger} a_{i}(m)\right) \prod_{k \neq i} \xi_{\alpha_{k}}^{b \delta_{k}}\left({ }^{\dagger} a_{i}(m)\right) \geqslant \xi_{\alpha_{i},}^{b}(a)
$$

Consequently there is a constant $b_{1}>0$ such that, for some other $j$,

$$
\xi_{\alpha_{j},}\left({ }^{\dagger} a_{i}(m)\right) \geqslant \xi_{\alpha_{i},}^{b_{1}}(a)
$$

Suppose $\omega_{1}$ and $\omega_{2}$ are compact subsets of ${ }^{*} N_{i}$ and ${ }^{\dagger} S_{i}$ respectively such that $\omega$ is contained in $\omega_{1} \omega_{2}$; then we can choose $n$ in $\omega_{1}$ and $m$ in ${ }^{\dagger} \mathfrak{S}_{i}\left(c, \omega_{2}\right)$. For each $a$ in ${ }^{*} A_{i}$ let

$$
U(a)=\left\{m \in^{\dagger} \mathfrak{S}_{i}\left(c, \omega_{2}\right) \mid \eta\left({ }^{\dagger} a_{i}(m)\right) \geqslant \eta^{b_{1}}(a)\right\} .
$$

The integral of (5.h) is at most a constant, which does not depend on $n$, times

$$
\begin{equation*}
\int_{{ }^{*} A_{i}^{+}\left(c_{1}, \infty\right)} \omega^{2}(a)\left\{\int_{U(a) \times K}\left|{ }^{*} \widehat{\phi}_{n, i}(a m k)\right|^{2} d m d k\right\} d a \tag{5.j}
\end{equation*}
$$

To estimate (5.j) we can replace ${ }^{*} P_{i}$ by any cuspidal subgroup conjugate to it. In particular we can suppose that ${ }^{*} P_{i}$ is one of the groups $P_{1}, \ldots, P_{s}$. If ${ }^{*} P_{i}$ equals $P_{i_{0}}$ the above integral equals

$$
\int_{* A_{i_{0}}^{+}\left(c_{1}, \infty\right)} \omega^{2}(a)\left\{\int_{U(a) \times K}\left|\sum_{j=1}^{s_{i_{0}}} \exp \left\langle H, H_{n, i_{0}}^{(j)}\right\rangle \sum_{k=1}^{t} P_{i_{0}}^{(k)}(H) \Phi_{n, i_{0}}^{(j, k)}\left(m k^{-1}\right)\right|^{2} d m d k\right\} d a
$$

if $a=\exp H$. Given any real number $r$ there is a constant $c(r)$ such that

$$
\left|\Phi_{n, i_{0}}^{(j, k)}\left(m, k^{-1}\right)\right| \leqslant c(r)\left\|\Phi_{n, i_{0}}^{(j, k)}\right\| \eta^{r}\left({ }^{\dagger} a_{i}(m)\right)
$$

if $m$ belongs to ${ }^{\dagger} \mathfrak{S}_{i}$. Thus if $r$ is less than or equal to zero the above integral is

$$
O\left(\nu^{2}(n)\right) \int_{* A_{i_{0}}\left(c_{1}, \infty\right)} \omega^{2}(a) \eta^{2 r b_{1}}(a) \sum_{j=1}^{s_{i_{0}}} \sum_{k=1}^{t}\left|\exp \left\langle H, H_{n, i_{0}}^{(j)}\right\rangle p_{i_{0}}^{(k)}(H)\right|^{2} d a
$$

which is $O\left(\nu^{2}(n)\right)$ for $r$ sufficiently small.
For each $i$ let $P_{i}^{(1)}, \ldots, P_{i}^{\left(n_{i}\right)}$ be a set of of percuspidal subgroups to which $P_{i}$ belongs which are such that there are Siegel domains ${ }^{\dagger} \mathfrak{S}_{i}^{(j)}, 1 \leqslant j \leqslant n_{i}$, associated to

$$
{ }^{\dagger} P_{i}^{(j)}=N_{i} \backslash P_{i}^{(j)} \cap S_{i}
$$

whose union covers $\Theta_{i} \backslash M_{i}$. It may be supposed that $\left\{P_{i}^{(1)} \mid 1 \leqslant j \leqslant n_{i}\right\}$ contains a complete set of representatives for the conjugacy classes of percuspidal subgroups to which $P_{i}$ belongs and hence that $\left\{P_{i}^{(j)} \mid 1 \leqslant i \leqslant s, 1 \leqslant j \leqslant n_{i}\right\}$ contains a complete set of representatives for the conjugacy classes of percuspidal subgroups. It should perhaps be recalled that we have seen in Section 2 that if two percuspidal subgroups to which $P_{i}$ belongs are conjugate then the conjugation can be effected by an element of $\Delta_{i}$. Let $t$ be a positive number and for each $i$ and $j$ let $\omega_{i}^{(j)}$ be a compact subset of $S_{i}^{(j)}$; let $\mathfrak{S}_{i}^{(j)}$ be the set of all $g$ in the Siegel domain $\mathfrak{S}_{i}^{(j)}\left(t, \omega_{i}^{(j)}\right)$ such that

$$
\xi_{\alpha}\left(a_{i}^{(j)}(g)\right) \geqslant \xi_{\beta}\left(a_{i}^{(j)}(g)\right)
$$

if $\beta$ is any simple root of $\mathfrak{h}$ and $\alpha$ is the unique simple root which does not vanish on $\mathfrak{a}_{i}$. Let us now verify that $\bigcup_{i=1}^{s} \bigcup_{j=1}^{n_{i}} \mathfrak{S}_{i}^{(j)}$ covers $\Gamma \backslash G$ if $t$ is sufficiently small and the sets $\omega_{i}^{(j)}$ are sufficiently large. Since $\Gamma \backslash G$ is covered by a finite number of Siegel domains it is enough to show that if $t$ and the sets $\omega_{i}^{(j)}$ are suitably chosen the projection of the above set on $\Gamma \backslash G$ contains the projection on $\Gamma \backslash G$ of any given Siegel domain $\mathfrak{S}$. Suppose $\mathfrak{S}$ is associated to the percuspidal subgroup $P$ and ${ }^{*} P_{k}$ is the cuspidal subgroup belonging to $P$ determined by $\left\{\alpha_{\ell} \mid \ell \neq k\right\}$. It is enough to show that the projection of the above set contains the projection on $\Gamma \backslash G$ of

$$
\mathfrak{S}_{k}=\left\{g \in \mathfrak{S} \mid \xi_{\alpha_{k},}(a(g)) \geqslant \xi_{\alpha_{\ell}}(a(g)), 1 \leqslant \ell \leqslant p\right\}
$$

for each $k$. Given $k$ there is an $i$ and a $j$ and a $\gamma$ in $\Gamma$ such that $\gamma^{*} P_{k} \gamma^{-1}=P_{i}$ and $\gamma P \gamma^{-1}=P_{i}^{(j)}$. Let $\mathfrak{S}=\mathfrak{S}(c, \omega)$. The projection of $\mathfrak{S}_{k}$ on $\Gamma \backslash G$ is the same as the projection on $\Gamma \backslash G$ of $\gamma \mathfrak{S}_{k}$. The set $\mathfrak{S}_{k}$ is contained in

$$
\gamma \omega \gamma^{-1} N_{i}^{(j)} A_{i}^{(j)+}(c, \infty) \gamma K
$$

since $\Delta_{i}^{(j)} \backslash S_{i}^{(j)}$ is compact there is a Siegel domain $\mathfrak{S}_{i}^{(j)}\left(t, \omega_{i}^{(j)}\right)$ such that $\gamma \mathfrak{S}_{k}$ is contained in $\Delta_{i}^{(j)} \mathfrak{S}_{i}^{(j)}\left(t, \omega_{i}^{(j)}\right)$. The set $\gamma \mathfrak{S}_{k}$ will then be contained in $\Delta_{i}^{(j)} \mathfrak{S}_{i}^{(j)}$ because

$$
\xi_{\alpha}\left(a_{i}^{(j)}\left(\gamma g \gamma^{-1}\right)\right)=\xi_{\alpha_{k},}(a(g))
$$

if $\alpha$ is the unique simple root which does not vanish on $\mathfrak{a}_{i}$.
If $1 \geqslant b>0$ and $u>0$ let $\mathfrak{S}_{i}^{(j)}(b, u)$ be the set of all $g$ in $\mathfrak{S}_{i}^{(j)}$ such that

$$
\xi_{\beta}\left(a_{i}^{(j)}(g)\right)<\xi_{\alpha}^{b}\left(a_{i}^{(j)}(g)\right),
$$

for all simple roots $\beta$ of $\mathfrak{h}$ different from $\alpha$, and such that $\xi_{\alpha}\left(a_{i}(g)\right)>u$. Let $F$ be the projection on $\Gamma \backslash G$ of $\bigcup_{i=1}^{s} \bigcup_{j=1}^{n_{i}} \mathfrak{S}_{i}^{(j)}(b, u)$. We now know that

$$
\begin{equation*}
\int_{\Gamma \backslash G-F}\left|\phi_{n}(g)\right|^{2} d g=O\left(\gamma^{2}(n)\right) \tag{5.k}
\end{equation*}
$$

Let $F_{i}$ be the projection on $\Delta_{i} \backslash G$ of $\bigcup_{j=1}^{n_{i}} \mathfrak{S}_{i}^{(j)}(b, u)$. It follows from Lemma 2.12 that if $u$ is sufficiently large and $b$ is sufficiently small the projections on $\Gamma \backslash G$ of $F_{i}$ and $F_{j}$ are disjoint unless $i=j$ and that the projection of $F_{i}$ into $\Gamma \backslash G$ is injective. Thus if $\psi(g)$ is any function on $\Gamma \backslash G$ for which

$$
\int_{\Gamma \backslash G} \psi(g) d g
$$

is defined the integral is equal to

$$
\begin{equation*}
\sum_{i=1}^{s} \int_{F_{i}} \psi(g) d g+\int_{\Gamma \backslash G-F} \psi(g) d g \tag{5.}
\end{equation*}
$$

We also know that

$$
\begin{equation*}
\int_{F_{i}}\left|\phi_{n}(g)-\widehat{\phi}_{n, i}(g)\right|^{2} d g=O\left(\nu^{2}(n)\right) \tag{5.m}
\end{equation*}
$$

if

$$
\widehat{\phi}_{n, i}(g)=\int_{\Gamma \cap N_{i} \backslash N_{i}} \phi_{n}(n g) d n .
$$

There is one more lemma which should be established before we go on to the proof of the functional equations.

Lemma 5.3. Let $U$ be an open subset of the $n$-dimensional complex coordinate space. Suppose that to each point $z$ in $U$ there is associated a continuous function $E(g, z)$ on $\Gamma \backslash G$. Suppose that for each $z$ in $U$ there is a constant $r$ such that if $\mathfrak{S}$ is any Siegel domain, associated to a percuspidal subgroup $P$, there is a constant $c$, which may also depend on $z$, such that

$$
|E(g, z)| \leqslant c \eta^{r}(a(g))
$$

if $g$ belongs to $\mathfrak{S}$. Suppose that there is an integer $q$ such that if ${ }^{*} P$ is any cuspidal subgroup then the cuspidal component of

$$
\int_{\Gamma \cap * N \backslash{ }^{*} N} E(n g, z) d n
$$

is zero for all $z$ unless the rank of ${ }^{*} P$ equals $q$. Let $\left\{P_{1}, \ldots, P_{s}\right\}$ be a set of representatives for the conjugacy classes of cuspidal subgroups of rank $q$ and for each $i$ let $V_{i}$ be an admissible subspace of $\mathcal{L}_{0}\left(\Theta_{i} \backslash M_{i}\right)$; let $W$ be an admissible space of functions on $K$. Suppose there is
an integer $N$ such that if $\left\{p_{i}^{(k)} \mid 1 \leqslant k \leqslant t\right\}$ is a basis for the polynomials on $\mathfrak{a}_{i}$ of degree at most $N$ then

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} E(n g, z) d n=\sum_{j=1}^{s_{i}} \exp \left\langle H_{i}(g), H_{i}^{(j)}(z)\right\rangle \sum_{k=1}^{t} p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(j, k)}(g, z) .
$$

For each $z$ and each $i$ and $j$ the point $H_{i}^{(j)}(z)$ belongs to the complexification of $\mathfrak{a}_{i} ; \Phi_{i}^{(j, k)}(g, z)$ is the value at $g$ of an element $\Phi_{i}^{(j, k)}(z)$ of $\mathfrak{E}\left(V_{i}, W\right)$. If $H_{i}^{(j)}(z)$ and $\Phi_{i}^{(j, k)}(z)$ are holomorphic functions on $U$, with values in the complexification of $\mathfrak{a}_{i}$ and $\mathfrak{E}\left(V_{i}, W\right)$ respectively, for all $i$, $j$, and $k$ then $E(g, z)$ is a continuous function on $\Gamma \backslash G \times U$ which is holomorphic in $z$ for each fixed $g$.

It follows immediately from Lemma 5.2 that $E(g, z)$ is a continuous function on $\Gamma \backslash G \times U$. Let $z^{0}=\left(z_{1}^{0}, \ldots, z_{n}^{0}\right)$ be a point in $U$ and let

$$
B=\left\{z=\left(z_{1}, \ldots, z_{n}\right)| | z_{i}-z_{i}^{0} \mid<\varepsilon\right\}
$$

be a polycylinder whose closure is contained in $U$. It is enough to show that $E(g, z)$ is analytic in $B$ for each $g$. To do this we show that if $C_{i}$ is the contour consisting of the circle of radius $\varepsilon$ about $z_{i}^{0}$ transversed in the positive direction then

$$
E(g, z)=\left(\frac{1}{2 \pi i}\right)^{n} \int_{C_{1}} d \zeta_{1} \cdots \int_{C_{n}} d \zeta_{n} E(g, \zeta) \prod_{\ell=1}^{n}\left(\zeta_{i}-z_{i}\right)^{-1}
$$

when $z$ is in $B$. Denote the right hand side by $E_{1}(g, z)$. It follows from Lemma 5.2 that if $\mathfrak{S}$ is any Siegel domain there are constants $c$ and $r$ such that $|E(g, z)| \leqslant c \eta^{r}(a(g))$ for all $g$ in $\mathfrak{S}$ and all $z$ in the closure of $B$. Consequently for all $z$ in $B$ the function $E(g, z)-E_{1}(g, z)$ satisfies the first condition of Lemma 3.7. If ${ }^{*} P$ is a cuspidal subgroup then

$$
\int_{\Gamma \cap^{*} N \backslash^{*} N} E_{1}(n g, z) d n
$$

is equal to

$$
\left(\frac{1}{2 \pi i}\right)^{n} \int_{C_{1}} d \zeta_{1} \cdots \int_{C_{n}} d \zeta_{n}\left\{\int_{\Gamma \cap^{*} N \backslash^{*} N} E(n g, \zeta) d n\right\} \prod_{\ell=1}^{n}\left(\zeta_{i}-z_{i}\right)^{-1}
$$

It follows from Fubini's theorem that the cuspidal component of

$$
\int_{\Gamma \cap^{*} N \backslash^{*} N} E_{1}(n g, z) d n
$$

is zero if the rank of ${ }^{*} P$ is not $q$. However

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} E_{1}(n g, z) d n
$$

is equal to the sum over $j, 1 \leqslant j \leqslant s_{i}$, and $k, 1 \leqslant k \leqslant t$ of

$$
\left(\frac{1}{2 \pi i}\right)^{n} \int_{C_{1}} d \zeta_{1} \cdots \int_{C_{n}} d \zeta_{n}\left\{\exp \left\langle H_{i}(g), H_{i}^{(j)}(\zeta)\right\rangle p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(j, k)}(g, \zeta)\right\} \prod_{\ell=1}^{n}\left(\zeta-z_{i}\right)^{-1}
$$

Since the expression in the brackets is a holomorphic function of $\zeta$ this equals

$$
\sum_{j=1}^{s_{i}} \sum_{k=1}^{t} \exp \left\langle H_{i}(g), H_{i}^{(j)}(\zeta)\right\rangle p_{i}^{(k)}\left(H_{i}(g)\right) \Phi_{i}^{(j, k)}(g, z)
$$

and the lemma follows from Lemma 3.7.

## CHAPTER 6

## Some functional equations

We are now ready to prove the functional equations for the Eisenstein series associated to cusp forms. Let $\{P\}$ be a complete family of associate cuspidal subgroups; let $\{V\}$ be a complete family of associate admissible subspaces; and let $W$ be a simple admissible subspace of the space of functions on $K$. If $\mathfrak{a}^{(1)}, \ldots, \mathfrak{a}^{(r)}$ are the distinct subspaces of $\mathfrak{h}$ occurring among the split components of the elements of $\{P\}$ then for each transformation $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(r)}\right)$ we have defined a holomorphic function $M\left(s, H^{(i)}\right)$ on $\mathfrak{A}^{(i)}$ with values in the space of linear transformations from $\mathfrak{E}^{(i)}$ to $\mathfrak{E}^{(j)}$ and for each point $\Phi$ in $\mathfrak{E}^{(i)}$ we have defined a continuous function $E\left(g, \Phi, H^{(i)}\right)$ on $\Gamma \backslash G \times \mathfrak{A}^{(i)}$ which is holomorphic in $H^{(i)}$ for each fixed $g$. In order to avoid some unpleasant verbosity later we introduce some conventions now. As usual $M\left(s, H^{(i)}\right)$ is said to be holomorphic or meromorphic on some open set $V$ containing $\mathfrak{A}^{(i)}$ if there is a holomorphic or meromorphic function, which is still denoted by $M\left(s, H^{(i)}\right)$, on $V$ whose restriction to $\mathfrak{A}^{(i)}$ is $M\left(s, H^{(i)}\right)$. The function $E\left(\cdot, \Phi, H^{(i)}\right)$ is said to be holomorphic on $V$ if there is a continuous function on $\Gamma \backslash G \times V$ which is holomorphic in $H^{(i)}$ for each fixed $g$ and equals $E\left(g, \Phi, H^{(i)}\right)$ on $\Gamma \backslash G \times \mathfrak{A}^{(i)}$. Of course this function on $\Gamma \backslash G \times V$ is still denoted by $E\left(g, \Phi, H^{(i)}\right)$. The function $E\left(\cdot, \Phi, H^{(i)}\right)$ is said to be meromorphic on $V$ if it is holomorphic on an open dense subset $V^{\prime}$ of $V$ and if for each point $H_{0}^{(i)}$ in $V$ there is a non-zero holomorphic function $f\left(H^{(i)}\right)$ defined in a neighbourhood $U$ of $H_{0}^{(i)}$ such that $f\left(H^{(i)}\right) E\left(g, \Phi, H^{(i)}\right)$ is the restriction to $\Gamma \backslash G \times\left(U \cap V^{\prime}\right)$ of a continuous function on $\Gamma \backslash G \times(U \cap V)$ which is holomorphic on $U \cap V$ for each fixed $g$. If $V^{\prime}$ is the complement of the intersection of $V$ with a set of hyperplanes and if $f\left(H^{(i)}\right)$ can always be taken as a product of linear functions we will say that the singularities of $E\left(\cdot, \Phi, H^{(i)}\right)$ in $V$ lie along hyperplanes. A similar convention applies to the functions $M\left(s, H^{(i)}\right)$.

Lemma 6.1. For each $i$ and each $j$ and each transformation $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ the function $M\left(s, H^{(i)}\right)$ is meromorphic on $\mathfrak{a}^{(i)}$ and its singularities lie along hyperplanes. For each $i$ and each $\Phi$ in $E^{(i)}$ the function $E\left(\cdot, \Phi, H^{(i)}\right)$ is meromorphic on $\mathfrak{a}^{(i)}$ and its singularities lie along hyperplanes. If $s$ belongs to $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$, t belongs to $\Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(k)}\right)$, and $\Phi$ belongs to $\mathfrak{E}^{(i)}$ then

$$
M\left(t s, H^{(i)}\right)=M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right)
$$

and

$$
E\left(g, M\left(s, H^{(i)}\right) \Phi, s H^{(i)}\right)=E\left(g, \Phi, H^{(i)}\right)
$$

There are a number of other properties of the functions $E\left(\cdot, \Phi, H^{(i)}\right)$ which it is important to remark.
Lemma 6.2. Fix $i$ and fix $H_{0}^{(i)}$ in $\mathfrak{a}^{(i)}$. Suppose that for every $j$ and every $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ the function $M\left(s, H^{(i)}\right)$ is analytic at $H_{0}^{(i)}$. Then for every $\Phi$ in $\mathfrak{E}^{(i)}$ the function $E\left(\cdot, \Phi, H^{(i)}\right)$ is analytic at $H_{0}^{(i)}$ and if $\mathfrak{S}$ is a Siegel domain, associated to a percuspidal subgroup $P$, there
are constants $c$ and $r$ such that, for $g$ in $S$,

$$
\left|E\left(g, \Phi, H_{0}^{(i)}\right)\right| \leqslant c \eta^{r}(a(g))
$$

Moreover if ${ }^{*} P$ is a cuspidal subgroup the cuspidal component of

$$
\int_{\Gamma \cap^{*} N \backslash^{*} N} E\left(n g, \Phi, H_{0}^{(i)}\right) d n
$$

is zero unless *P belongs to $\{P\}$ but

$$
\int_{\Gamma \cap N^{(j, \ell)} \backslash N^{(j, \ell)}} E\left(n g, \Phi, H_{0}^{(i)}\right) d n
$$

is equal to

$$
\sum_{s \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} \exp \left(\left\langle H^{(j, \ell)}(g), s H_{0}^{(i)}\right\rangle+\rho\left(H^{(j, \ell)}(g)\right)\right)\left(E^{(j, \ell)} M\left(s, H^{(i)}\right) \Phi\right)(g)
$$

if $E^{(j, \ell)}$ is the projection of $\mathfrak{E}^{(j)}$ on $\mathfrak{E}\left(V^{(j, \ell)}, W\right)$.
It should be observed immediately that this lemma is true if $H_{0}^{(i)}$ belongs to $\mathfrak{A}^{(i)}$. Let us begin the proof of these two lemmas with some remarks of a general nature. We recall that if $\Phi(\cdot)$ and $\Psi(\cdot)$ belong to the space $\mathfrak{H}$ introduced in Section 4 then

$$
\int_{\Gamma \backslash G} \widehat{\phi}(g) \widehat{\bar{\psi}}(g) d g
$$

is equal to

$$
\begin{equation*}
\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{s \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)}\left(\frac{1}{2 \pi}\right)^{q} \int_{\operatorname{Re} H^{(i)}=Y^{(i)}}\left(M\left(s, H^{(i)}\right) \Phi_{i}\left(H^{(i)}\right), \Psi_{j}\left(-s \bar{H}^{(i)}\right)\right)\left|d H^{(i)}\right| \tag{6.a}
\end{equation*}
$$

If, for $1 \leqslant i \leqslant r, f_{i}(H)$ is a bounded analytic function on

$$
D_{i}=\left\{H^{(i)} \in \mathfrak{a}_{c}^{(i)} \mid\left\|\operatorname{Re} H^{(i)}\right\|<R\right\}
$$

and if $\Phi(H)$ is in $\mathfrak{H}$ then

$$
f(H) \Phi(H)=\left(f_{1}\left(H^{(1)}\right) \Phi_{1}\left(H^{(1)}\right), \ldots, f_{r}\left(H^{(r)}\right) \Phi_{r}\left(H^{(r)}\right)\right)
$$

is in $\mathfrak{H}$. Suppose that, for all $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right), f_{j}\left(s H^{(i)}\right)=f_{i}\left(H^{(i)}\right)$ and let $f_{i}^{*}(H)=\bar{f}_{i}(-\bar{H})$. If (6.a) is denoted by $(\Phi(\cdot), \Psi(\cdot))$ it is readily verified that

$$
(f(\cdot) \Phi(\cdot), \Psi(\cdot))=\left(\Phi(\cdot), f^{*}(\cdot) \Psi(\cdot)\right)
$$

In particular $\left(f^{*}(\cdot) f(\cdot) \Phi(\cdot), \Psi(\cdot)\right)$ is a positive definite hermitian symmetric form on $\mathfrak{H}$. Suppose $k$ is a positive number and, for each $i$ and all $H$ in $D_{i},\left|f_{i}(H)\right|<k$ then

$$
\left(k^{2}-f_{i}^{*}(H) f_{i}(H)\right)^{1 / 2}=g_{i}(H)
$$

is defined, analytic, and bounded on $D_{i}$ and $g_{i}^{*}(H)=g_{i}(H)$. If the square root is properly chosen then $g_{j}(s H)=g_{i}(H)$ for all $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$. Since

$$
k^{2}-f_{i}^{*}(H) f_{i}(H)=g_{i}^{*}(H) g_{i}(H)
$$

we see that

$$
(f(\cdot) \Phi(\cdot), f(\cdot) \Phi(\cdot)) \leqslant k^{2}(\Phi(\cdot), \Phi(\cdot))
$$

Consequently $f$ defines a bounded linear operator $\lambda(f)$ on $\mathcal{L}(\{P\},\{V\}, W)$. If $s_{i}(f)$ is the closure of the range of $f_{i}(H)$ for $H$ in $D_{i}$ then the spectrum of $\lambda(f)$ is contained in $\bigcup_{i=1}^{r} s_{i}(f)$. It is clear that $\lambda^{*}(f)=\lambda\left(f^{*}\right)$ so that if $f=f^{*}$ then $\lambda(f)$ is self-adjoint. If $H$ belongs to $D_{i}$, let $H=H_{1}+i H_{2}$ with $H_{1}$ and $H_{2}$ in $\mathfrak{a}^{(i)}$; then

$$
\langle H, H\rangle=\left\langle H_{1}, H_{1}\right\rangle-\left\langle H_{2}, H_{2}\right\rangle+2 i\left\langle H_{1}, H_{2}\right\rangle
$$

so that $\operatorname{Re}\langle H, H\rangle<R^{2}$. If $\operatorname{Re} \mu>R^{2}$ let $f_{i}^{\mu}(H)=(\mu-\langle H, H\rangle)^{-1}$; then $\lambda\left(f^{\mu}\right)$ is a bounded operator on $\mathcal{L}(\{P\},\{V\}, W)$. Since the map $\Phi(\cdot) \rightarrow f^{\mu}(\cdot) \Phi(\cdot)$ is a one-to-one map of $\mathfrak{H}$ onto itself the range of $\lambda\left(f^{\mu}\right)$ is dense. Consequently if $f_{i}(H)=\langle H, H\rangle$ the map

$$
\Phi(\cdot) \rightarrow\left(f_{1}(\cdot) \Phi_{1}(\cdot), \ldots, f_{r}(\cdot) \Phi_{r}(\cdot)\right)
$$

defines a closed, self-adjoint, linear operator $A$ on $\mathcal{L}(\{P\},\{V\}, W)$ and

$$
\lambda\left(f^{\mu}\right)=(\mu-A)^{-1}=R(\mu, A)
$$

where $R(\mu, A)$ is an analytic function of $\mu$ off the infinite interval $\left(-\infty, R^{2}\right]$.
Suppose $\Phi_{i, k}$ belongs to $\mathfrak{E}\left(V^{(i, k)}, W\right)$ and $H^{(i)}$ belongs to $\mathfrak{A}^{(i)}$; consider

$$
\sum_{\Delta^{(i, k)} \backslash \Gamma} \exp \left(\left\langle H^{(i, k)}(\gamma g), H^{(i)}\right\rangle+\rho\left(H^{(i, k)}(\gamma g)\right)\right) \Phi_{i, k}(\gamma g)
$$

Let $\mathfrak{S}$ be a Siegel domain, associated to a percuspidal subgroup $P$, and let $C$ be a fixed compact set. For each $i$ let $\alpha_{1}^{(i)}, \ldots, \alpha_{p}^{(i)}$ be the simple roots of $\mathfrak{h}$ so numbered that $\alpha_{q+1,}^{(i)}, \ldots, \alpha_{p}^{(i)}$ vanish on $\mathfrak{a}^{(i)}$; we will also denote the restriction of $\alpha_{j}^{(i)}$ to $\mathfrak{a}^{(i)}$ by $\alpha_{j}^{(i)}$, if $1 \leqslant j \leqslant q$. The methods used to prove Lemma 2.11 can be used to show that there is a constant $x$ such that if $g$ belongs to $\mathfrak{S}$ and $h$ belongs to $C$ then

$$
\alpha_{, j}^{(i)}\left(H^{(i, k)}(\gamma g h)\right) \leqslant x+\alpha_{, j}^{(i)}(H(g))
$$

for $1 \leqslant j \leqslant q$. Let $F^{\prime}\left(h, \Phi_{i, k}, H^{(i)}\right)$ equal

$$
\exp \left(\left\langle H^{(i, k)}(h), H^{(i)}\right\rangle+\rho\left(H^{(i, k)}(h)\right)\right) \Phi_{i, k}(h)
$$

if, for all $j$,

$$
\alpha_{, j}^{(i)}\left(H^{(i, k)}(h)\right) \leqslant x+\alpha_{, j}^{(i)}(H(g))
$$

and let it equal zero otherwise; then set

$$
E^{\prime}\left(h, \Phi_{i, k}, H^{(i)}\right)=\sum_{\Delta^{(i, k)} \backslash \Gamma} F^{\prime}\left(\gamma h, \Phi_{i, k}, H^{(i)}\right) .
$$

The functions $E\left(h, \Phi_{i, k}, H^{(i)}\right)$ and $E^{\prime}\left(h, \Phi_{i, k}, H^{(i)}\right)$ are equal on $g C$. The Fourier transform of $F^{\prime}\left(h, \Phi_{i, k}, H_{1}^{(i)}\right)$ is

$$
a\left\{\prod_{j=1}^{q} \alpha_{j,}^{(i)}\left(H_{1}^{(i)}-H^{(i)}\right)\right\}^{-1} \exp \left(\left\langle X, H_{1}^{(i)}-H^{(i)}\right\rangle+\left\langle H(g), H_{1}^{(i)}-H^{(i)}\right\rangle\right) \Phi_{i, k}
$$

if $X$ in $h$ is such that $\alpha_{, j}(X)=x, 1 \leqslant j \leqslant p$, and $a$ is the volume of

$$
\left\{H \in \mathfrak{a}^{(i)} \mid 0 \leqslant \alpha_{, j}^{(i)}(H) \leqslant 1,1 \leqslant j \leqslant q\right\} .
$$

If

$$
\Phi_{i}=\bigoplus_{k=1}^{m_{i}} \Phi_{i, k}
$$

and

$$
E^{\prime}\left(h, \Phi_{i}, H^{(i)}\right)=\sum_{k=1}^{m_{i}} E^{\prime}\left(g, \Phi_{i, k}, H^{(i)}\right)
$$

then Lemma 4.6 together with some simple approximation arguments shows that

$$
E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)
$$

is an analytic function on $\mathfrak{A}^{(i)}$ with values in $\mathcal{L}(\{P\},\{V\}, W)$ and that

$$
\int_{\Gamma \backslash G} E^{\prime}\left(h, \Phi_{i}, H_{1}^{(i)}\right) \bar{E}^{\prime}\left(h, \Psi_{j}, H_{2}^{(j)}\right) d h
$$

is equal to

$$
\begin{equation*}
\sum_{s \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} \frac{a^{2}}{(2 \pi)^{q}} \int_{\operatorname{Re} H^{(i)}=Y^{(i)}}\left(M\left(s, H^{(i)}\right) \Phi_{i}, \Psi_{j}\right) \xi\left(H^{(i)}\right)\left|d H^{(i)}\right| \tag{6.b}
\end{equation*}
$$

with $\xi\left(H^{(i)}\right)$ equal to

$$
\frac{\exp \left|\left\langle X(g), H_{1}^{(i)}-H^{(i)}\right\rangle+\left\langle X(g), \bar{H}_{1}^{(j)}-s H^{(j)}\right\rangle\right|}{\prod_{k=1}^{q} \alpha_{k}^{(i)}\left(H_{1}^{(i)}-H^{(i)}\right) \alpha_{k,}^{(j)}\left(\bar{H}_{2}^{(j)}+s H^{(i)}\right)}
$$

if $Y^{(i)}$ is suitably chosen and $X(g)=X+H(g)$.
Suppose that for any choice of $x$ and $g$ and all $\Phi_{i}$ the function $E^{\prime}\left(g, \Phi_{i}, H^{(i)}\right)$ is analytic in a region $V$ containing $\mathfrak{A}^{(i)}$. If $f$ is a continuous function on $G$ choose $C$ so that it contains the support of $f$; then

$$
\begin{equation*}
\lambda(f) E\left(g, \Phi_{i}, H^{(i)}\right)=\int_{G} E^{\prime}\left(g h, \Phi_{i}, H^{(i)}\right) f(h) d h \tag{6.c}
\end{equation*}
$$

is a continuous function on $\Gamma \backslash G \times V$ which is an analytic function of $H^{(i)}$ for each fixed $g$. In particular if $f\left(k g k^{-1}\right)=f(g)$ for all $g$ in $G$ and all $k$ in $K$ then $E\left(g, \pi\left(f, H^{(i)}\right) \Phi_{i}, H^{(i)}\right)$ is analytic on $V$ for each $g$. Of course

$$
\pi\left(f, H^{(i)}\right) \Phi_{i}=\sum_{k=1}^{m_{i}} \pi\left(f, H^{(i)}\right) \Phi_{i, k}
$$

But $f$ can be so chosen that $\pi\left(f, H^{(i)}\right)$ is non-singular in the neighbourhood of any given point $H_{0}^{(i)}$. Consequently $E\left(g, \Phi_{i}, H^{(i)}\right)$ is, for each $g$ and each $\Phi_{i}$, analytic on $V$. In the course of proving the lemmas for the Eisenstein series in more than one variable we will meet a slightly different situation. There will be a function $f_{0}$ such that $f_{0}\left(k g k^{-1}\right)=f_{0}(g)$ for all $g$ and $k$, the determinant of the linear transformation $\pi\left(f_{0}, H^{(i)}\right)$ on $\mathfrak{E}^{(i)}$ does not vanish identically, and $\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)$ is analytic on $V$ for all $\Phi_{i}$, all $g$, and all $x$. Arguing as
above we see that $E\left(\cdot, \pi\left(f_{0}, H^{(i)}\right) \Phi_{i}, H^{(i)}\right)$ is analytic on $V$ and hence that $E\left(\cdot, \Phi_{i}, H^{(i)}\right)$ is meromorphic on $V$.

If $\mathfrak{S}$ is a Siegel domain and $C$ a compact subset of $G$ let us choose $x$ as above. Suppose that given any compact subset $U$ of $V$ there are constants $c$ and $r$ such that

$$
\begin{equation*}
\left\|E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)\right\| \leqslant c \eta^{r}(a(g))\left\|\Phi_{i}\right\| \tag{6.d}
\end{equation*}
$$

if $H^{(i)}$ belongs to $U$ and $g$ belongs to $\mathfrak{S}$. If we refer to the formula (6.c) and the proof of the corollary to Lemma 3.7 we see that there are constants $c^{\prime}$ and $r^{\prime}$ such that

$$
\left|E\left(g, \Phi_{i}, H^{(i)}\right)\right| \leqslant c^{\prime} \eta^{r^{\prime}}(a(g))\left\|\Phi_{i}\right\|
$$

if $g$ is in $\mathfrak{S}$ and $H^{(i)}$ is in $U$. If all the functions $M\left(s, H^{(i)}\right)$ are analytic on $V$ we see by combining the dominated convergence theorem and the estimates of Section 3 with the principle of permanence of functional relations that Lemma 6.2 is valid for any point of $V$. On the other hand suppose only that $\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)$ is analytic on $V$ for all $\Phi_{i}$ but that for any $\mathfrak{S}$ and any $C$ and any compact subset $U$ of $V$ there are constants $c$ and $r$ such that

$$
\left\|\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)\right\| \leqslant c \eta^{r}(a(g))\left\|\Phi_{i}\right\|
$$

if $g$ is in $\mathfrak{S}$ and $H^{(i)}$ is in $U$. If all the functions $M\left(s, H^{(i)}\right)$ are meromorphic on $V$ we see just as above that Lemma 6.2 is valid at those points where the determinant of $\pi\left(f_{0}, H^{(i)}\right)$ is not zero. It is a little more difficult to obtain Lemma 6.2 for a point $H_{0}^{(i)}$ at which the determinant of $\pi\left(f_{0}, H^{(i)}\right)$ vanishes. If the assumption of the lemma is satisfied we can apply Lemma 5.2 to define $E\left(\cdot, \Phi, H^{(i)}\right)$ in a neighbourhood of $H_{0}^{(i)}$ by continuity. That every assertion of the lemma except the first is valid for each point in a neighbourhood of $H_{0}^{(i)}$ follows immediately from the earlier lemma. Once we are assured of this we can immediately deduce the first assertion from Lemma 5.3.

The prefatory remarks over we will now prove the lemmas for the case that the elements of $\{P\}$ have rank one. The case of rank greater than one will then be proved by induction. If the elements of $\{P\}$ have rank one then, as follows from Lemma 2.13, $r$ is either 1 or 2 and if $r$ is 2 then $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(i)}\right), i=1,2$, contains only the identity transformation. If $z$ is a complex number let $H^{(i)}(z)$ be that element of $\mathfrak{a}_{c}^{(i)}$ such that

$$
\alpha^{(i)}\left(H^{(i)}(z)\right)=z\left\langle\alpha^{(i)}, \alpha^{(i)}\right\rangle^{1 / 2}
$$

if $\alpha^{(i)}$ is the one simple root of $\mathfrak{a}^{(i)}$. Let $\mathfrak{E}$ be $\mathfrak{E}^{(1)}$ or $\mathfrak{E}^{(1)} \oplus \mathfrak{E}^{(2)}$ according as $r$ is 1 or 2 . If $r$ is 1 and there is an $s$ in $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(1)}\right)$ different from the identity then $s H=-H$ for all $H$ in $\mathfrak{a}^{(1)}$ so that $s$ is uniquely determined; in this case let $M(z)=M\left(s, H^{(1)}(z)\right)$. If there is no such $s$ let $M(z)$ be 0 ; as we shall see this possibility cannot occur. If $r$ is 2 and $s$ belongs to $\Omega\left(\mathfrak{a}^{(1)}, \mathfrak{a}^{(2)}\right)$ then $S\left(H^{(1)}(z)\right)=-H^{(2)}(z)$ for all $z$ so that $s$ is again uniquely determined. In this case let

$$
M(z)=\left(\begin{array}{cc}
0 & M\left(s^{-1}, H^{(2)}(z)\right) \\
M\left(s, H^{(1)}(z)\right) & 0
\end{array}\right)
$$

If $r$ is 1 and $\Phi$ belongs to $\mathfrak{E}$ we set

$$
E(g, \Phi, z)=E\left(g, \Phi, H^{(1)}(z)\right)
$$

and if $r$ is 2 and $\Phi=\Phi_{1} \oplus \Phi_{2}$ belongs to $\mathfrak{E}$ we set

$$
E(g, \Phi, z)=E\left(g, \Phi_{1}, H^{(1)}(z)\right)+E\left(g, \Phi_{2}, H^{(2)}(z)\right)
$$

Lemma 6.1 can be reformulated as follows.
Lemma 6.3. The function $M(z)$ is meromorphic on the complex plane and for each $\Phi$ in $\mathfrak{E}$ the function $E(\cdot, \Phi, z)$ is meromorphic on the complex plane. Moreover $M(z) M(-z)=I$ and, for all $\Phi$,

$$
E(g, M(z) \Phi,-z)=E(g, \Phi, z)
$$

There is no value in reformulating Lemma 6.2. As we observed in the introduction this lemma will be proved by the method of [19]. The space $\mathfrak{H}$ can be considered as a space of functions defined in a region of the complex plane with values in $\mathfrak{E}$. If $\Phi(\cdot)$ is in $\mathfrak{H}$ we denote $\Phi_{1}\left(H^{(1)}(z)\right)$ or $\Phi_{1}\left(H^{(1)}(z)\right) \oplus \Phi_{2}\left(H^{(2)}(z)\right)$ if $r$ is 2 by $\Phi(z)$. If

$$
(\widehat{\phi}, \widehat{\psi})=\int_{\Gamma \backslash G} \widehat{\phi}(g) \widehat{\bar{\psi}}(g) d g
$$

then

$$
\begin{equation*}
(\widehat{\phi}, \widehat{\psi})=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty}(\Phi(z), \Psi(-\bar{z}))+(M(z) \Phi(z), \Psi(\bar{z})) d z \tag{6.e}
\end{equation*}
$$

if $c$ is greater than but sufficiently close to

$$
\left\langle\alpha^{(i)}, \alpha^{(i)}\right\rangle^{-1 / 2}\left\langle\alpha^{(i)}, \rho\right\rangle=\langle\rho, \rho\rangle .
$$

If $c_{1}>\operatorname{Re} \lambda>c$ then

$$
\left(R\left(\lambda^{2}, A\right) \widehat{\phi}, \widehat{\psi}\right)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty}\left(\lambda^{2}-z^{2}\right)^{-1}\{(\Phi(z), \Psi(-\bar{z}))+(M(z) \Phi(z), \Psi(\bar{z}))\} d z
$$

and the latter integral is the sum of

$$
\begin{equation*}
(2 \lambda)^{-1}\{(\Phi(\lambda), \Psi(-\bar{\lambda}))+(M(\lambda) \Phi(\lambda), \Psi(\bar{\lambda}))\} \tag{6.f}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{c_{1}-i \infty}^{c_{1}+i \infty}\left(\lambda^{2}-z^{2}\right)^{-1}\{(\Phi(z), \Psi(-\bar{z}))+(M(z) \Phi(z), \Psi(\bar{z}))\} d z \tag{6.g}
\end{equation*}
$$

The function $\left(R\left(\lambda^{2}, A\right) \widehat{\phi}, \widehat{\psi}\right)$ is analytic if $\lambda^{2}$ does not belong to $\left(-\infty, R^{2}\right)$, that is, $\lambda$ is not imaginary and not in the interval $\left[-\langle\rho, \rho\rangle^{1 / 2},\langle\rho, \rho\rangle^{1 / 2}\right]$. If $\Phi(z)=e^{z^{2}} \Phi$ and $\Psi(z)=e^{z^{2}} \Psi$ with constant $\Phi$ and $\Psi$ then (6.g) is an entire function of $\lambda$ and (6.f) equals

$$
(2 \lambda)^{-1} e^{2 \lambda^{2}}\{(\Phi, \Psi)+(M(\lambda) \Phi, \Psi)\}
$$

Consequently $M(\lambda)$ is analytic for $\operatorname{Re} \lambda>0, \lambda \notin\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$.

We next show that $E(\cdot, \Phi, \lambda)$ is holomorphic for $\operatorname{Re} \lambda>0, \lambda \notin\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$. If $x$ is given and $\Phi_{i, k}$ belongs to $\mathfrak{E}\left(V^{(i, k)}, W\right)$ let $F^{\prime}\left(g, \Phi_{i, k}, H^{(i)}\right)$ equal

$$
\exp \left(\left\langle H^{(i, k)}(g), H^{(i)}\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right) \Phi_{i, k}(g)
$$

if

$$
\alpha^{(i)}\left(H^{(i, k)}(g)\right) \leqslant x\left\langle\alpha^{(i)}, \alpha^{(i)}\right\rangle
$$

and let it equal zero otherwise. Let

$$
E^{\prime}\left(g, \Phi_{i, k}, H^{(i)}\right)=\sum_{\Delta^{(i, k)} \backslash \Gamma} F^{\prime}\left(\gamma g, \Phi_{i, k}, H^{(i)}\right)
$$

and if

$$
\Phi=\bigoplus_{i=1}^{r} \sum_{k=1}^{m_{i}} \Phi_{i, k}
$$

belongs to $\mathfrak{E}$ let

$$
E^{\prime}(g, \Phi, z)=\sum_{i=1}^{r} \sum_{k=1}^{m_{i}} E^{\prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right) .
$$

It follows from 6.b) that

$$
\int_{\Gamma \backslash G} E^{\prime}(g, \Phi, \lambda) \bar{E}^{\prime}(g, \Psi, \mu) d g
$$

is equal to

$$
\frac{1}{2 \pi i} e^{a x(\lambda+\bar{\mu})}\left\{\int_{c-i \infty}^{c+i \infty}(\Phi, \Psi)\{(\lambda-z)(\bar{\mu}+z)\}^{-1}+e^{-2 a x z}(M(z) \Phi, \Psi)\left\{(\lambda-z)(\bar{\mu}-z)^{-1}\right\} d z\right\}
$$

if $c$ is as in 6.e. If $x$ is sufficiently large one sees readily, making use of Lemma 4.5(i), that the above integral equals
(6.h) $e^{a x(\lambda+\bar{\mu})}(\lambda+\bar{\mu})^{-1}(\Phi, \Psi)$

$$
+e^{a x(\bar{\mu}-\lambda)}(\bar{\mu}-\lambda)^{-1}(M(\lambda) \Phi, \Psi)+e^{a x(\lambda-\bar{\mu})}(\lambda-\bar{\mu})^{-1}(\Phi, M(\mu) \Psi) .
$$

In general we obtain

$$
\left(\frac{\partial^{n} E^{\prime}}{\partial \lambda^{n}}(\cdot, \Phi, \lambda), \frac{\partial^{n} E^{\prime}}{\partial \mu^{n}}(\cdot, \Psi, \mu)\right)
$$

by differentiating (6.h) $n$ times with respect to $\lambda$ and $\bar{\mu}$. Thus

$$
\sum_{n=0}^{\infty} \frac{1}{n!}\left|\lambda-\lambda_{0}\right|^{n}\left\|\frac{\partial^{n} E^{\prime}}{\partial \lambda^{n}}(\cdot, \Phi, \lambda)\right\|
$$

is seen to converge in the largest circle about $\lambda_{0}$ which does not meet the imaginary axis or the real axis. Since the above formulae persist in any subset of

$$
\left\{\lambda \mid \operatorname{Re} \lambda>0, \lambda \notin\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]\right\}
$$

in which $E^{\prime}(\cdot, \Phi, \lambda)$ is defined we conclude that $E^{\prime}(\cdot, \Phi, \lambda)$ is an analytic function in this region. Since the analogue of (6.d) is readily deduced from (6.h) we also see that Lemma 6.2 is valid if $H_{0}^{(i)}=H^{(i)}(z)$ and $z$ is in this region.

The next step in the proof is to show that there are a finite number of points $z_{1}, \ldots, z_{n}$ in the interval $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$ such that $M(z)$ and $E(\cdot, \Phi, z)$ are analytic in the region $\operatorname{Re} z>0$ except perhaps at $z_{1}, \ldots, z_{n}$. It is enough to establish this for the function $M(z)$ because we can then apply Lemmas 5.2 and 5.3 to obtain the assertion for $E(\cdot, \Phi, z)$. Suppose that either there is a sequence $\left\{z_{n}\right\}$ converging to a point $z_{0}$ of the positive real axis and a sequence $\left\{\Phi_{n}\right\}$ in $\mathfrak{E}$ with $\left\|\Phi_{n}\right\|=1$ such that

$$
\left\{\left\|M\left(z_{n}\right) \Phi_{n}\right\|\right\}=\left\{\nu_{n}\right\}
$$

is unbounded or there are two sequences $\left\{z_{n}\right\}$ and $\left\{z_{n}^{\prime}\right\}$ approaching $z_{0}$ and an element $\Phi$ of $\mathfrak{E}$ such that

$$
\lim _{n \rightarrow \infty} M\left(z_{n}\right) \Phi \neq \lim _{n \rightarrow \infty} M\left(z_{n}^{\prime}\right) \Phi .
$$

In the first case select a subsequence such that $\lim _{n \rightarrow \infty} \nu_{n}=\infty$ and

$$
\lim _{n \rightarrow \infty} \nu_{n}^{-1} M\left(z_{n}\right) \Phi_{n}=\Phi_{0}
$$

exists; then $\left\{E\left(\cdot, \nu_{n}^{-1} \Phi_{n}, z_{n}\right)\right\}$ satisfies the conditions of Lemma 5.2. In the second case $\left\{E\left(\cdot, \Phi, z_{n}\right)-E\left(\cdot, \Phi, z_{n}^{\prime}\right)\right\}$ does; let

$$
\lim _{n \rightarrow \infty} M\left(z_{n}\right) \Phi-M\left(z_{n}^{\prime}\right) \Phi=\Phi_{0}
$$

In either case let the limit function by $\phi_{0}$. If $P^{\prime}$ is a cuspidal subgroup not in $\{P\}$ the cuspidal component of

$$
\int_{\Gamma \cap N^{\prime} \backslash N^{\prime}} \phi_{0}(n g) d n
$$

is zero. However

$$
\int_{\Gamma \cap N^{(i, k)} \backslash N^{(i, k)}} \phi_{0}(n g) d n=\exp \left(-\left\langle H^{(i, k)}(g), H^{(i)}\left(z_{0}\right)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} \Phi_{0}\right)(g)
$$

if $E^{(i, k)}$ is the projection of $\mathfrak{E}$ on $\mathfrak{E}\left(V^{(i, k)}, W\right)$. By the corollary to Lemma 5.1 the function $\phi_{0}$ belongs to $\mathcal{L}(\Gamma \backslash G)$. It is clear that it belongs to $\mathcal{L}(\{P\},\{V\}, W)$. For each $z$ in $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$ let $\mathcal{L}(z)$ be the set of all functions $\psi$ in $\mathcal{L}(\{P\},\{V\}, W)$ such that

$$
\int_{\Gamma \cap N^{(i, k)} \backslash N^{(i, k)}} \psi(n g) d n=\exp \left(-\left\langle H^{(i, k)}(g), H^{(i)}(z)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right) E^{(i, k)} \Psi(g)
$$

for some $\Psi$ in $\mathfrak{E}$. Since $\Psi=0$ implies $\psi=0$ the space $\mathcal{L}(z)$ is finite-dimensional. If $\Phi(z)$ is in $\mathfrak{H}$ then

$$
\int_{\Gamma \backslash G} \widehat{\phi}(g) \psi(g) d g=(\Phi(z), \Psi)
$$

from which we conclude that $\psi$ is the domain of $A$ and $A \psi=z^{2} \psi$. In particular $L\left(z_{1}\right)$ and $L\left(z_{2}\right)$ are orthogonal if $z_{1}$ and $z_{2}$ are different. It is clear that there is a constant $c$ which is independent of $z$ such that $\|\Psi\| \leqslant c\|\psi\|$ for any $z$ in $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$ and all $\psi$ in $\mathcal{L}(z)$. If there was a sequence $\left\{z_{n}\right\}$ in $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$, converging to a point in $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$, such that
$\mathcal{L}\left(z_{n}\right) \neq\{0\}$ for all $n$ it is clear that we could construct a sequence $\left\{\psi_{n}\right\}$ with $\psi_{n}$ in $\mathcal{L}\left(z_{n}\right)$ and $\left\|\psi_{n}\right\|=1$ which satisfied the hypotheses of Lemma 5.2. It would follow from the dominated convergence theorem, applied as in the corollary to Lemma 5.1 that $\lim _{n \rightarrow \infty} \psi_{n}$ exists in $\mathcal{L}(\Gamma \backslash G)$. This is impossible for an orthonormal sequence. Thus the set of points for which $\mathcal{L}(z) \neq\{0\}$ is discrete in $\left(0,\langle\rho, \rho\rangle^{1 / 2}\right]$. If $z$ is not in this set then $M(w)$ is bounded on the complement of the real axis in a neighbourhood of $z$ and $\lim _{w \rightarrow z} M(w)$ exists. It follows from the reflection principle that $M(z)$ is analytic in the right half plane except at this set of points.

We have still to exclude the possibility that the above set of points has 0 as a limit point. If it does let $\left\{z_{n}\right\}$ be a monotone decreasing sequence of points converging to 0 with $\mathcal{L}\left(z_{n}\right) \neq\{0\}$ for all $n$. Let $\left\{\psi_{n}\right\}$ be a sequence of functions such that $\psi_{n}$ belongs to $\mathcal{L}\left(z_{n}\right)$ and $\left\|\psi_{n}\right\|=1$. Let $\Psi_{n}$ be that element of $E$ such that

$$
\int_{\Gamma \cap N^{(i, k)} \backslash N^{(i, k)}} \psi_{n}(n g) d n=\exp \left(-\left\langle H^{(i, k)}(g), H^{(i)}\left(z_{n}\right)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} \Psi_{n}\right)(g)
$$

for all $i$ and $k$. If $\Psi_{n}^{\prime}=\left\|\Psi_{n}\right\|^{-1} \Psi_{n}$ it may be supposed that $\lim _{n \rightarrow \infty} \Psi_{n}^{\prime}$ exists. To obtain a contradiction we make use of the formulae (5.k), (5.l), and (5.m). The first and second show us that

$$
\int_{\Gamma \backslash G} \Psi_{m}(g) \bar{\psi}_{n}(g) d g=\sum_{i=1}^{s} \int_{F_{i}} \psi_{m}(g) \bar{\psi}_{n}(g)+O\left(\left\|\Psi_{m}\right\|\right)
$$

The third shows us that

$$
\int_{F_{i}} \psi_{m}(g) \bar{\psi}_{n}(g) d g=\int_{F_{i}} \widehat{\psi}_{m, i}(g) \bar{\psi}_{n}(g) d g+O\left(\left\|\Psi_{m}\right\|\right)
$$

The integral on the right is equal to

$$
\int_{F_{i}^{\prime}} \widehat{\psi}_{m, i} \widehat{\bar{\psi}}_{n, i}(g) d g
$$

if $F_{i}^{\prime}$ is the projection of $F_{i}$ on $T_{i} \backslash G$, for we can suppose that the inverse image in $\Delta_{i} \backslash G$ of $F_{i}^{\prime}$ is $F_{i}$. If we then apply the estimate obtained for (5.j) we see that

$$
\int_{\Gamma \backslash G} \psi_{m}(g) \bar{\psi}_{n}(g) d g
$$

is equal to

$$
\sum_{i=1}^{s} \int_{A_{i}^{+}(u, \infty)} \omega^{2}(a)\left\{\int_{\Theta_{i} \backslash M_{i} \times K} \widehat{\psi}_{m, i}(a m k) \widehat{\bar{\psi}}_{n, i}(a m k) d m d k\right\} d a+O\left(\left\|\Psi_{m}\right\|\right)
$$

The only integrals on the right which are different from zero are those for which $P_{i}$ belongs to $\{P\}$. If however $P_{i}$ is conjugate to $P^{(j, \ell)}$ and we suppose, for simplicity, that $\left\{P_{1}, \ldots, P_{s}\right\}$ contains $\left\{P^{(k, m)} \mid 1 \leqslant k \leqslant r, 1 \leqslant m \leqslant m_{i}\right\}$ the corresponding integral equals

$$
\left(z_{m}+z_{n}\right)^{-1} \exp \left(-a^{-1}\left(z_{m}+z_{n}\right) \log u\right)\left(E^{(j, \ell)} \Psi_{m}, E^{(j, \ell)} \Psi_{n}\right)
$$

The number $a$ has been introduced in the expression 6.b). Summing we obtain

$$
\delta_{m, n}=\left(z_{m}+z_{n}\right)^{-1} \exp \left(-a^{-1}\left(z_{m}+z_{n}\right) \log u\right)\left(\Psi_{m}, \Psi_{n}\right)+O\left(\left\|\Psi_{m}\right\|\right)
$$

Set $m=n$ to see that $\lim _{m \rightarrow \infty}\left\|\Psi_{m}\right\|=0$ and

$$
1=\left(2 z_{m}\right)^{-1} \exp \left(-2 a^{-1} z_{m} \log u\right)\left\|\Psi_{m}\right\|^{2}+O\left(\left\|\Psi_{m}\right\|\right)
$$

Hence $\left\|\Psi_{m}\right\|=O\left(z_{m}^{1 / 2}\right)$; consequently if $m \neq n$

$$
0=2\left(z_{n} z_{m}\right)^{1 / 2}\left(z_{n}+z_{m}\right)^{-1}\left(\Psi_{m}^{\prime}, \Psi_{n}^{\prime}\right)+O\left(z_{m}^{1 / 2}\right)
$$

If we divide by $z_{m}^{1 / 2}$ and recall that $\lim _{m, n \rightarrow \infty}\left(\Psi_{m}^{\prime}, \Psi_{n}^{\prime}\right)=1$ we conclude that $z_{n}^{1 / 2}\left(z_{m}+z_{n}\right)^{-1}$ is bounded for all $m$ and $n$. But that is clearly impossible.

Let

$$
\Phi=\bigoplus_{i=1}^{r} \bigoplus_{k=1}^{m_{i}} \Phi_{i, k}
$$

belong to $\mathfrak{E}$ and let

$$
M(z) \Phi=\bigoplus_{i=1}^{r} \bigoplus_{k=1}^{m_{i}} \Phi_{i, k}(z)
$$

If $x$ is given and $M(z)$ is defined let $F^{\prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)$ equal $F\left(g, \Phi_{i, k}, H^{(i)}(z)\right)$ if

$$
\alpha^{(i)}\left(H^{(i, k)}(g)\right) \leqslant x\left\langle\alpha^{(i)}, \alpha^{(i)}\right\rangle
$$

and let it equal $-F\left(g, \Phi_{i, k}(z),-H^{(i)}(z)\right)$ otherwise. Observe that the notation is deceptive. The Fourier transform of $F^{\prime \prime}\left(g, \Phi_{i, k} H^{(i)}(\lambda)\right)$ evaluated at $H^{(i)}(z)$ is equal to

$$
(\lambda-z)^{-1} \exp (a x(\lambda-z)) \Phi_{i, k}-(\lambda+z)^{-1} \exp (-a x(\lambda+z)) \Psi_{i, k}(\lambda)
$$

It follows from Lemma 4.1 that the series

$$
\sum_{\Delta^{(i, k)} \backslash \Gamma} F^{\prime \prime}\left(\gamma g, \Phi_{i, k}, H^{(i)}(z)\right)
$$

converges for $\operatorname{Re} z>\langle\rho, \rho\rangle^{1 / 2}$; denote its sum by $E^{\prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)$. If

$$
E^{\prime \prime}(g, \Phi, z)=\sum_{i=1}^{r} \sum_{k=1}^{m_{i}} E^{\prime \prime}\left(g, \Phi_{i, k} H^{(i)}(z)\right)
$$

then Lemma 4.6, together with a simple approximation argument, shows that $E^{\prime \prime}(g, \Phi, z)$ is square-integrable on $\Gamma \backslash G$ for $\operatorname{Re} z>\langle\rho, \rho\rangle^{1 / 2}$. We need an explicit formula for

$$
\left(E^{\prime \prime}(g, \Phi, \lambda), E^{\prime \prime}(g, \Psi, \mu)\right)
$$

If we use formula (4.p) we see that this inner product is equal to the sum of eight integrals which we list below.

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda-z)^{-1}(\bar{\mu}+z)^{-1} \exp (a x(\lambda+\bar{\mu}))(\Phi, \Psi) d z  \tag{i}\\
& \frac{-1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda-z)^{-1}(\bar{\mu}+z)^{-1} \exp (a x(\lambda-\bar{\mu}))(\Phi, M(\mu) \Psi) d z  \tag{ii}\\
& \frac{-1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda+z)^{-1}(\bar{\mu}+z)^{-1} \exp (a x(\bar{\mu}-\lambda))(M(\lambda) \Phi, \Psi) d z \tag{iii}
\end{align*}
$$

(iv) $\quad \frac{1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda+z)^{-1}(\bar{\mu}-z)^{-1} \exp (-a x(\lambda+\bar{\mu}))(M(\lambda) \Phi, M(\mu) \Psi) d z$

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda-z)^{-1}(\bar{\mu}-z)^{-1} \exp (a x(\lambda+\bar{\mu}-2 z))(M(z) \Phi, \Psi) d z \tag{v}
\end{equation*}
$$

$$
\begin{equation*}
\frac{-1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda-z)^{-1}(\bar{\mu}+z)^{-1} \exp (a x(\lambda-\bar{\mu}-2 z))(M(z) \Phi, M(\mu) \Psi) d z \tag{vi}
\end{equation*}
$$

$$
\begin{equation*}
\frac{-1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda+z)^{-1}(\bar{\mu}-z)^{-1} \exp (a x(\bar{\mu}-\lambda-2 z))(M(z) M(\lambda) \Phi, \Psi) d z \tag{vii}
\end{equation*}
$$

(viii) $\frac{1}{2 \pi i} \int_{\operatorname{Re} z=c}(\lambda+z)^{-1}(\bar{\mu}+z)^{-1} \exp (-a x(\lambda+\bar{\mu}+2 z))(M(z) M(\lambda) \Phi, M(\mu) \Psi) d z$

If we then make use of Lemma 4.5(i) these integrals can be evaluated when $x$ is sufficiently large by using the residue theorem. The result when $\lambda+\bar{\mu} \neq 0$ and $\lambda-\bar{\mu} \neq 0$ follows.

$$
\begin{equation*}
(\lambda+\bar{\mu}) \exp (a x(\lambda+\bar{\mu}))(\Phi, \Psi) \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
(\lambda+\bar{\mu})^{-1} \exp (-a x(\lambda+\bar{\mu}))(M(\lambda) \Phi, M(\mu) \Psi) \tag{iii}
\end{equation*}
$$

$$
\begin{gather*}
(\bar{\mu}-\lambda)^{-1} \exp (\operatorname{ax}(\bar{\mu}-\lambda))(M(\lambda) \Phi, \Psi)+(\lambda-\bar{\mu})^{-1} \exp (a x(\lambda-\bar{\mu}))(\Phi, M(\mu) \Psi)  \tag{v}\\
-(\lambda+\bar{\mu})^{-1} \exp (\operatorname{ax}(\lambda+\bar{\mu}))(M(\lambda) \Phi, M(\mu) \Psi)  \tag{vi}\\
-(\lambda+\bar{\mu})^{-1} \exp (-a x(\lambda+\bar{\mu}))(M(\lambda) \Phi, M(\mu) \Psi)
\end{gather*}
$$

(viii)

Adding up these eight terms we see that

$$
\left(E^{\prime \prime}(g, \Phi, \lambda), E^{\prime \prime}(g, \Psi, \mu)\right)
$$

is equal to the sum of

$$
(\lambda+\bar{\mu})^{-1}\{\exp (a x(\lambda+\bar{\mu}))(\Phi, \Psi)-\exp (-a x(\lambda+\bar{\mu}))(M(\lambda) \Phi, M(\mu) \Psi)\}
$$

and

$$
(\lambda-\bar{\mu})^{-1}\{\exp (a x(\lambda-\bar{\mu}))(\Phi, M(\mu) \Psi)-\exp (a x(\bar{\mu}-\lambda))(M(\lambda) \Phi, \Psi)\}
$$

It is known that $M(z)$ is analytic in the right half-plane except at a finite number of points; it can be shown in a number of ways and, in particular, will follow from the discussion below that this is also true of $E^{\prime \prime}(\cdot, \Phi, z)$ considered as a function with values in $\mathcal{L}(\Gamma \backslash G)$. The
formula for $\left(E^{\prime \prime}(g, \Phi, \lambda), E^{\prime \prime}(g, \Psi, \mu)\right)$ is valid in this larger region. If $\lambda=\sigma+i \tau$ and $\mu=\lambda$ the above formula reduces to the sum of

$$
(2 \sigma)^{-1}\{\exp (2 a x \sigma)(\Phi, \Psi)-\exp (2 a x \sigma)(M(\lambda) \Phi, M(\lambda) \Psi)\}
$$

and

$$
(2 i \tau)^{-1}\{\exp (2 i a x \tau)(\Phi, M(\lambda) \Psi)-\exp (-2 i a x \tau)(M(\lambda) \Phi, \Psi)\}
$$

The sum will be labelled (6.i). If we choose $\Phi$ so that $\|\Phi\|=1$ and $\|M(\lambda) \Phi\|=\|M(\lambda)\|$ and then take $\Phi=\Psi$ we can conclude that

$$
(2 \sigma)^{-1}\{\exp (2 a x \sigma)-\exp (-2 a x \sigma)\}\|M(\lambda)\|^{2}+|\tau|^{-1}\|M(\lambda)\| \geqslant 0
$$

As a consequence

$$
\|M(\lambda)\| \leqslant \max \{2 \exp 4 a x \sigma, 4 \sigma /|\tau| \exp 2 a x \sigma\}
$$

We conclude first of all that $\|M(\lambda)\|$ is bounded in the neighbourhood of any point different from zero on the imaginary axis. Let us show next that $\left\|E^{\prime \prime}(\cdot, \Phi, \lambda)\right\|$ is bounded in the neighbourhood of any such point.

To be more precise we will show that $E^{\prime \prime}(\cdot, \Phi, \lambda)$ is holomorphic in any region $U$ in which both $M(\lambda)$ and $E(\cdot, \Phi, \lambda)$ are holomorphic and in which $E(\cdot, \Phi, \lambda)$ satisfies the analogue of Lemma 6.2 and that if $B$ is a bounded set of this region on which $\|M(\lambda)\|$ is bounded then $\left\|E^{\prime \prime}(\cdot, \Phi, \lambda)\right\|$ is bounded on $B$. As above if $\Phi$ belongs to $\mathfrak{E}$ let

$$
M(z) \Phi=\bigoplus_{i=1}^{r} \bigoplus_{k=1}^{m_{i}} \Phi_{i, k}(z)
$$

If $x$ is given and $M(z)$ is defined let $F^{\prime \prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)$ equal

$$
F\left(g, \Phi_{i, k}, H^{(i)}(z)\right)+F\left(g, \Phi_{i, k}(z),-H^{(i)}(z)\right)
$$

if $\alpha^{(i)}\left(H^{(i, k)}(g)\right)>x\left\langle\alpha^{(i)}, \alpha^{(i)}\right\rangle$ and let it equal zero otherwise. Let

$$
E^{\prime \prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)=\sum_{\Delta^{(i, k)} \backslash \Gamma} F^{\prime \prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)
$$

The series converges whenever it is defined. As usual let

$$
E^{\prime \prime \prime}(g, \Phi, z)=\sum_{i=1}^{r} \sum_{k=1}^{m_{i}} E^{\prime \prime \prime}\left(g, \Phi_{i, k}, H^{(i)}(z)\right)
$$

then

$$
E^{\prime \prime}(g, \Phi, z)=E(g, \Phi, z)-E^{\prime \prime \prime}(g, \Phi, z)
$$

Consequently the function $E^{\prime \prime}(\cdot, \Phi, z)$ can be defined, although it may not be square integrable, whenever $M(z)$ and $E(\cdot, \Phi, z)$ are both defined. In particular it can be defined on $U$. We will show that if $z_{0}$ is any complex number and if $\|M(z)\|$ is bounded on the intersection of $B$ with some neighbourhood of $z_{0}$ then there is another neighbourhood of $z_{0}$ such that $\left\|E^{\prime \prime}(\cdot, \Phi, z)\right\|$ is finite and bounded on the intersection of this neighbourhood with $B$. This will establish the second part of the assertion. To see that the first part will also follow
we observe that the above statement implies that $\left\|E^{\prime}(\cdot, \Phi, z)\right\|$ is bounded on any compact subset of $U$; thus we have only to prove that

$$
\int_{\Gamma \backslash G} E^{\prime \prime}(g, \Phi, \lambda) \bar{\psi}(g) d g
$$

is holomorphic on $U$ if $\psi$ is a continuous function on $\Gamma \backslash G$ with compact support. However, this follows from the fact that if $C$ is a compact subset of $G$ the set $\left\{E^{\prime \prime}(g, \Phi, \cdot) \mid g \in C\right\}$ of functions on $U$ is equicontinuous. We have to show that if $\left\{z_{n}\right\}$ is any sequence of points in $B$ converging to $z_{0}$ then the sequence $\left\{\left\|E^{\prime \prime}\left(g, \Phi, z_{n}\right)\right\|\right\}$ is bounded. Let the sets $F$ and $F_{i}, 1 \leqslant i \leqslant s$, be the same as in 5.k. (5.l), and 5.m. We suppose again that $F_{i}$ is the inverse image of its projection $F_{i}^{\prime}$ on $T_{i} \backslash G$. The set $\left\{P_{1}, \ldots, P_{s}\right\}$ can be so chosen that it contains the set $\{P\}$; then for each $j$ and $\ell$ there is a unique $i$ such that $P^{(j, \ell)}=P_{i}$. Let $F_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)$ equal $F^{\prime \prime \prime}\left(g, \Phi_{j, \ell} H^{(j)}(z)\right)$ if $g$ belongs to $F_{i}$ and let it equal zero otherwise; let $F_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)$ equal

$$
F^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)-F_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)
$$

If the sets $\omega_{i}^{(k)}$ used to define the sets $F_{i}$ have been appropriately chosen, as we assume, the functions $F_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}\left(z_{n}\right)\right)$ satisfy, uniformly in $n$, the conditions of the corollary to Lemma 3.6. Thus if

$$
E_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)=\sum_{\Delta^{(j, \ell)} \backslash \Gamma} F_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)
$$

we know that the sequence $\left\{\left\|E_{2}^{\prime \prime \prime}\left(\cdot, \Phi_{j, \ell}, H^{(j)}\left(z_{n}\right)\right)\right\|\right\}$ is bounded. Let

$$
E_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)=E^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)-E_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)
$$

The function $E_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell} H^{(j)}(z)\right)$ is zero on $\Gamma \backslash G-F$. Thus

$$
\int_{\Gamma \backslash G-F}\left|E^{\prime \prime}\left(g, \Phi, z_{n}\right)\right|^{2} d g=\int_{\Gamma \backslash G-F}\left|E\left(g, \phi, z_{n}\right)-\sum_{j=1}^{r} \sum_{\ell=1}^{m_{j}} E_{2}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}\left(z_{n}\right)\right)\right|^{2} d g
$$

It follows from (5.j) that the latter integrals are uniformly bounded. Moreover the integrals

$$
\int_{F_{i}}\left|E^{\prime \prime}\left(g, \Phi, z_{n}\right)\right|^{2} d g
$$

are uniformly bounded if and only if the integrals

$$
\int_{F_{i}}\left|E\left(g, \Phi, z_{n}\right)-\sum_{j=1}^{r} \sum_{\ell=1}^{m_{j}} E_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}\left(z_{n}\right)\right)\right|^{2} d g
$$

are. But it follows from the definition of the sets $F_{i}$ that on $F_{i}$ the sum

$$
\sum_{j=1}^{r} \sum_{\ell=1}^{m_{j}} E_{1}^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}\left(z_{n}\right)\right)
$$

is zero if $P_{i}$ does not belong to $\{P\}$ and is $F^{\prime \prime \prime}\left(g, \Phi_{j, \ell}, H^{(j)}(z)\right)$ if $P_{i}=P^{(j, \ell)}$. If the number $u$ used in the definition of the sets $F_{i}$ is sufficiently large, as we suppose, then in all cases the sum equals

$$
\int_{\Gamma \cap N_{i} \backslash N_{i}} E\left(n g, \Phi, z_{n}\right) d n .
$$

We can complete are argument by appealing to the estimate (5.m).
It now follows from (6.i) that

$$
(2 \sigma)^{-1}\{\exp (2 a x \sigma)(\Phi, \Psi)-\exp (-2 a x \sigma)(M(\lambda) \Phi, M(\lambda) \Psi)\}
$$

is bounded in the neighbourhood of any point $\lambda_{0}$ on the imaginary axis different from zero. Hence

$$
\lim _{\lambda \rightarrow \lambda_{0}} M^{*}(\lambda) M(\lambda)=I
$$

or

$$
\lim _{\lambda \rightarrow \lambda_{0}} M(\bar{\lambda}) M(\lambda)=I
$$

since $M^{*}(\lambda)=M(\bar{\lambda})$. Moreover if the interval $[a, b]$ does not contain zero there is an $\varepsilon>0$ such that $\left\|M^{-1}(\lambda)\right\|$ is bounded for $0<\sigma \leqslant \varepsilon$ and $a \leqslant \tau \leqslant b$; consequently

$$
\lim _{\sigma \searrow 0}\left\|M^{-1}(\sigma-i \tau)-M(\sigma+i \tau)\right\|=0
$$

Define $M(\lambda)$ for $\operatorname{Re} \lambda<0$ by $M(\lambda)=M^{-1}(-\lambda)$. Let $C$ be the contour consisting of the lines joining $i a-\varepsilon, i a+\varepsilon, i b+\varepsilon, i b-\varepsilon$ and then $i a-\varepsilon$ again. It is clear that, for $0<|\sigma|<\varepsilon$, $a<\tau<b$,

$$
M(\lambda)=\frac{1}{2 \pi i} \int_{C}(z-\lambda)^{-1} M(z) d z+\lim _{\delta \rightarrow 0} \frac{1}{2 \pi} \int_{a}^{b}\{M(-\delta+i t)-M(\delta+i t)\}(i t-\lambda)^{-1} d t
$$

The final integral equals

$$
\int_{a}^{b}\left\{M^{-1}(\delta-i t)-M(\delta+i t)\right\} d t
$$

So the limit is zero. This shows that the function $M(\lambda)$ defined in the left half-plane is the analytic continuation of the function $M(\lambda)$ defined the right half-plane. Thus $M(\lambda)$ is meromorphic except perhaps at a finite number of points $0, \pm z_{1}, \ldots, \pm z_{n}$ in the interval $\left[-\langle\rho, \rho\rangle^{1 / 2},\langle\rho, \rho\rangle^{1 / 2}\right]$.

Let us verify that the same is true of $E(\cdot, \Phi, \lambda)$ for all $\Phi$ in $\mathfrak{E}$. It follows from Lemma 5.2 that

$$
\lim _{\sigma \searrow 0} E(g, \Phi, \sigma+i \tau)=E(g, \Phi, i \tau)
$$

converges for all $\tau$ different from zero and all $g$ and that the convergence is uniform on compact subsets of $G$ for each $\tau$. If we use this fact to define $E(g, \Phi, z)$ for non-zero imaginary values of $z$ all the assertions of Lemma 6.2, except perhaps the first, will be valid if $H_{0}^{(i)}=H^{(i)}(z)$ with $z$ imaginary and different from zero. We define $E(g, \Phi, \lambda)$ when $\operatorname{Re} \lambda \leqslant 0$ by setting
it equal to $E(g, M(\lambda) \Phi,-\lambda)$. With this definition all the assertions of Lemma 6.2, except perhaps the last, are valid if $H_{0}^{(i)}=H_{0}^{(i)}(z)$ with $\operatorname{Re} z<0$ and $z$ different from $-z_{1}, \ldots,-z_{n}$. Every assertion, except perhaps the first and last, is valid if $H_{0}^{(i)}=H^{(i)}(z)$ with $z$ imaginary and different from zero. However

$$
\int_{\Gamma \cap N^{(i, k)} \backslash N^{(i, k)}} E(n g, M(\lambda) \Phi,-\lambda) d n
$$

is equal to the sum of

$$
\exp \left(\left\langle H^{(i, k)}(g), H^{(i)}(-\lambda)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} M(\lambda) \Phi\right)(g)
$$

and

$$
\exp \left(\left\langle H^{(i, k)}(g), H^{(i)}(\lambda)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} M(-\lambda) M(\lambda) \Phi\right)(g)
$$

which, since $M(-\lambda) M(\lambda)=I$, is equal to the sum of

$$
\exp \left(\left\langle H^{(i, k)}(g), H^{(i)}(\lambda)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} \Phi\right)(g)
$$

and

$$
\exp \left(\left\langle H^{(i, k)}(g), H^{(i)}(-\lambda)\right\rangle+\rho\left(H^{(i, k)}(g)\right)\right)\left(E^{(i, k)} M(\lambda) \Phi(g)\right)
$$

Consequently the last assertion is also valid. It follows from Lemma 3.7 that the two definitions of $E(g, \Phi, \lambda)$ agree when $\lambda$ is imaginary and then from Lemma 5.3 that $E(\cdot, \Phi, \lambda)$ is analytic at the non-zero points on the imaginary axis.

It remains to examine the behavior of $M(\lambda)$ and $E(\cdot, \Phi, \lambda)$ at the points $0, \pm z_{1}, \ldots, \pm z_{n}$. Since we readily see from Lemma 5.2 that the behavior of $E(\cdot, \Phi, \lambda)$ is at least as good as that of $M(\lambda)$ we shall only study the latter. We shall show that $M(\lambda)$ is analytic at zero and has at most a simple pole at the points $z_{1}, \ldots, z_{n}$. If $\Phi(z)$ and $\Psi(z)$ belong to $\mathfrak{H}$ the formula (6.e) expresses the inner product $(\widehat{\phi}, \widehat{\psi})$ as a contour integral. We shall replace the contour of (6.e) by the sum of $n+1$ other contours $C, C_{1}, \ldots, C_{n}$. Let $\varepsilon>0$ be so small that the closed discs of radius $\varepsilon$ about $0, z_{1}, \ldots, z_{n}$ are disjoint. Let $C_{i}, 1 \leqslant i \leqslant n$, be the circle of radius $\varepsilon$ about $z_{i}$ traversed in the positive direction; let $C$ be the path running from $-i \infty$ to $i \varepsilon$ along the imaginary axis, then in the positive direction on the circle of radius $\varepsilon$ and centre zero to $i \varepsilon$, and then along the imaginary axis to $i \infty$. Our estimates of $\|M(\lambda)\|$ are good enough that we can replace the right side of (6.e) by the sum of

$$
\frac{1}{2 \pi i} \int_{C}(\Phi(z), \Psi(-\bar{z}))+(M(z) \Phi(z), \Psi(\bar{z})) d z
$$

and

$$
\sum_{i=1}^{n} \frac{1}{2 \pi i} \int_{C_{i}}(M(z) \Phi(z), \Psi(\bar{z})) d z
$$

This sum will be labelled (6.k). Suppose that $E(\cdot)$ is, in the terminology of [21], the resolution of the identity belonging to the linear transformation $A$. It is well known ([21, Theorem 5.10]) that, if $b$ is greater than $a$ and $c$ is positive,

$$
\frac{1}{2}\{(E(b) \widehat{\phi}, \widehat{\psi})-(E(b-0) \widehat{\phi}, \widehat{\psi})\}-\frac{1}{2}\{(E(a) \widehat{\phi}, \widehat{\psi})-(E(a-0) \widehat{\phi}, \widehat{\psi})\}
$$

is given by

$$
\begin{equation*}
\lim _{\delta \searrow 0} \frac{1}{2 \pi i} \int_{C(a, b, c, \delta)}(R(\lambda, A), \phi, \psi) d \lambda \tag{6.m}
\end{equation*}
$$

where the contour $C(a, b, c, \delta)$ consists of two polygonal paths whose vertices are in order $b+i \delta, b+i c, a+i c, a+i \delta$ and $a-i \delta, a-i c, b-i c, b-i \delta$ respectively. Since the spectrum of $A$ is contained in $(-\infty,\langle\rho, \rho\rangle)$ we know that $E(\langle\rho, \rho\rangle)=I$. Choose $a$ and $b$ so that $b>a>0$ and so that exactly one of the numbers $z_{1}^{2}, \ldots, z_{n}^{2}$, say $z_{i}^{2}$, belongs to the interval $[a, b]$. If we use the formula (6.k) to calculate (6.m) we find that (6.l) is equal to

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{C_{i}}(M(z) \Phi(z), \Psi(\bar{z})) d z \tag{6.n}
\end{equation*}
$$

Since this is true for any such $a$ and $b$ we conclude that $6 . \mathrm{n}$ is equal to $E(b)-E(a)$. If we assume, as we may, that $M(z)$ is not analytic at any of the points $z_{1}, \ldots, z_{n}$ we see that $z_{1}^{2}, \ldots, z_{n}^{2}$ are isolated points in the spectrum of $A$. Consequently, for any $\phi$ and $\psi$ in $\mathcal{L}(\{P\},\{V\}, W)$,

$$
\left(R\left(\lambda^{2}, A\right) \phi, \psi\right)
$$

has only a simple pole at $z_{1}, \ldots, z_{n}$. Referring to the discussion following (6.f) and (6.g) we see that the same is true of $M(\lambda)$.

If we again use (6.k to calculate (6.m) we find that $(E(x) \phi, \psi)$ is continuous except at $z_{1}^{2}, \ldots, z_{n}^{2}$ and, perhaps, zero and that, if $\varepsilon$ is positive but sufficiently small,

$$
(E(0) \widehat{\phi}, \widehat{\psi})-\left(E\left(-\delta^{2}\right) \widehat{\phi}, \widehat{\psi}\right)
$$

is equal to

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{-i \varepsilon}^{i \varepsilon}(\Phi(z), \Psi(-\bar{z})) d z+\frac{1}{2 \pi i} \int_{C(\varepsilon)}(M(z) \Phi(z), \Psi(\bar{z})) d z \tag{6.0}
\end{equation*}
$$

if $C(\varepsilon)$ is the semi-circle of radius $\varepsilon$ and centre zero transversed in the positive direction from $-i \varepsilon$ to $i \varepsilon$. Hence

$$
(E(0) \widehat{\phi}, \widehat{\psi})-(E(0-0) \widehat{\phi}, \widehat{\psi})=\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{C(\varepsilon)}(M(z) \Phi(z), \Psi(\bar{z})) d z
$$

The right side must be a positive definite hermitian symmetric form on $\mathfrak{H}$. However it is defined if $\Phi(z)$ and $\Psi(z)$ are merely defined and analytic in some neighbourhood of zero. A simple approximation argument shows that it remains positive definite on this large space of functions. Consequently, if $\omega(z)$ is a scalar-valued function, analytic in a neighbourhood of zero,

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{C(\varepsilon)}(\bar{\omega}(\bar{z}) \omega(z) M(z) \Phi(z), \Phi(\bar{z})) d z \geqslant 0 . \tag{6.p}
\end{equation*}
$$

If $\delta$ is positive we can take $\omega(z)$ to be either $(\delta+z)^{1 / 2}$ or $(\delta-z)^{1 / 2}$; then $\bar{\omega}(\bar{z}) \omega(z)$ is $\delta+z$ or $\delta-z$. Substituting in the relation (6.p) we conclude that

$$
\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{C(\varepsilon)}(z M(z) \Phi(z), \Phi(\bar{z})) d z=0
$$

Applying Schwarz's inequality to (6.p we can conclude more generally that

$$
\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{C(\varepsilon)}(z M(z) \Phi(z), \Psi(\bar{z})) d z=0
$$

Consequently

$$
\begin{equation*}
(E(0) \widehat{\phi}, \widehat{\psi})-(E(0-0) \widehat{\phi}, \widehat{\psi})=\lim _{\varepsilon \searrow 0} \frac{1}{2 \pi i} \int_{C(\varepsilon)}(M(z) \Phi(0), \Psi(0)) d z \tag{6.q}
\end{equation*}
$$

There is a linear transformation $M$ on $\mathfrak{E}$ such that the right side of this equation equals $M(\Phi(0), \Psi(0))$.

We shall use the equation we have just found to show that $E(0)=E(0-0)$. It is enough to show that, for all functions $\Phi(z)$ in $\mathfrak{H}, E(0) \widehat{\phi}=E(0-0) \widehat{\phi}$. Suppose $f$ is a continuous function on $G$ with compact support such that $f\left(k g k^{-1}\right)=f(g)$ for all $g$ in $G$ and all $k$ in $K$. For each $H^{(i)}$ in $\mathfrak{a}_{c}^{(i)}$ we have defined, in Section 3, a linear transformation $\pi\left(f, H^{(i)}\right)$ on $\mathfrak{E}\left(V^{(i, k)}, W\right)$. For each complex number $z$ the direct sum of the linear transformations $\pi\left(f, H^{(i)}(z)\right)$ is a linear transformation $\pi(f, z)$ on $\mathfrak{E}$. It follows from (4.r) that if $\Psi(z)$ belongs to $\mathfrak{H}$ and

$$
\Psi_{1}(z)=\pi(f, z) \Psi(z)
$$

then $\lambda(f) \widehat{\psi}=\widehat{\psi}_{1}$. As a consequence $\lambda(f)$ commutes with $A$ and with $E(x)$ for all $x$. Choosing $f$ so that $\pi(f, 0)$ is the identity we deduce from (6.q) that if $\phi^{\prime}=E(0) \widehat{\phi}-E(0-0) \widehat{\phi}$ then $\lambda(f) \phi^{\prime}=\phi^{\prime}$. Hence $\phi^{\prime}$ is continuous. Referring to Lemma 4.6(i) we see that if $P$ is a cuspidal subgroup the cuspidal component of

$$
\int_{\Gamma \cap N \backslash N} \phi^{\prime}(n g) d n
$$

is zero unless $P$ is conjugate to an element of $\{P\}$. However it follows from (6.q) and the remark following the proof of Lemma 3.7 that

$$
\int_{\Gamma \cap N^{(i, k)} \backslash N^{(i, k)}} \phi^{\prime}(n g) d n=\exp \rho\left(H^{(i, k)}(g)\right)\left(E^{(i, k)} M \Phi(0)\right)(g) .
$$

If $P$ is a percuspidal subgroup to which $P^{(i, k)}$ belongs and $\mathfrak{S}$ a Siegel domain associated to $P$ then the left, and hence the right, side must be square integrable on $\mathfrak{S}$. A simple calculation shows that this is so only if $E^{(i, k)} M \Phi(0)$ is zero. Since $i$ and $k$ are arbitrary the function $\phi^{\prime}$ is identically zero.

Now let $C$ be the semi-circle of radius 1 and centre zero traversed in the positive direction from $-i$ to $i$. Suppose $0<|\lambda|<1$ and $\operatorname{Re} \lambda>0$; since (6.q) vanishes and $M(z)$ is unitary for imaginary $z$, the residue theorem implies

$$
M(\lambda)=\frac{1}{2 \pi i} \int_{i}^{-i}(z-\lambda)^{-1} M(z) d z+\frac{1}{2 \pi i} \int_{C}(z-\lambda)^{-1} M(z) d z
$$

Since the right side vanishes if $\lambda$ is replaced by $-\bar{\lambda}$ we have

$$
\begin{equation*}
M(\lambda)=\frac{\sigma}{\pi} \int_{-1}^{1}\left(\sigma^{2}+(y-\tau)^{2}\right)^{-1} M(i y) d y+\frac{1}{2 \pi i} \int_{C}\left\{(z-\lambda)^{-1}+(z+\bar{\lambda})^{-1}\right\} M(z) d z \tag{6.r}
\end{equation*}
$$

if $\lambda=\sigma+i \tau$. We shall use this equation to show that

$$
\begin{equation*}
\lim _{\sigma \searrow 0, \tau \rightarrow 0} M(\sigma+i \tau)=M(0) \tag{6.s}
\end{equation*}
$$

exists. Since $M(0)$ must equal $\lim _{\tau \rightarrow 0} M(i \tau)$ which is unitary and, hence, invertible we shall conclude that there is an $\varepsilon>0$ such that $M(\lambda)$ and $M^{-1}(\lambda)$ are uniformly bounded on

$$
\{\lambda|0<|\lambda|<\varepsilon, \operatorname{Re} \lambda \geqslant 0\}
$$

Consequently $M(\lambda)$ is bounded in a neighbourhood of zero and zero is a removable singularity.
Let

$$
M^{\prime}(z)=\frac{d}{d z} M(z)
$$

It is a familiar, and easily proved, fact that (6.5) will follows from (6.r) if it is shown that $\lim _{y \rightarrow 0} M(i y)=M(0)$ exists and that, if $N>0$, there are positive constants $c^{\prime}$ and $r^{\prime}$ such that $\left\|M^{\prime}(i y)\right\| \leqslant c^{\prime}|y|^{r^{\prime}-1}$ for $0<|y| \leqslant N$. We know that, for every $\Phi$ in $\mathfrak{E},\left\|E^{\prime \prime}(\cdot, \Phi, i y)\right\|$ is bounded on $\{y|0<|y| \leqslant N\}$. If in (6.i) we replace $\tau$ by $y$ and take the limit as $\sigma$ approaches zero we find that $\left(E^{\prime \prime}(\cdot, \Phi, i y), E^{\prime \prime}(\cdot, \Psi, i y)\right)$ is equal to

$$
\left(M^{-1}(i y) M^{\prime}(i y) \Phi, \Psi\right)-(2 i y)^{-1}\left\{(M(i y) \Phi, \Psi)-\left(M^{-1}(i y) \Phi, \Psi\right)\right\}
$$

if the number $x$ is taken to be zero. Consequently the linear transformation*

$$
B(y)=-M^{-1}(i y) M^{\prime}(i y)-(2 i y)^{-1}\left(M(i y)-M^{-1}(i y)\right)
$$

is positive definite for $y$ different from zero and is bounded on $\{y|0<|y| \leqslant N\}$. If we show that there is a $\delta>0$ and positive constants $c$ and $r$ such that

$$
\left\|M(i y)-M^{-1}(i y)\right\| \leqslant 2 c y^{r}
$$

if $0<y<\delta$ it will follow that, for some $c^{\prime}$ and $r^{\prime}$,

$$
\left\|M^{\prime}(i y)\right\| \leqslant c^{\prime} y^{r^{\prime}-1}
$$

if $0<|y| \leqslant N$. We shall conclude that

$$
\lim _{y \searrow 0} M(i y)=M(0)
$$

and

$$
\lim _{y \nearrow 0} M(i y)=M^{-1}(0)
$$

exist and that

$$
\lim _{y \searrow 0} M(i y)=\lim _{y \searrow 0} M^{-1}(i y)
$$

so that $M(0)=M^{-1}(0)$. Since

$$
M^{\prime}(-z)=M^{-1}(z) M^{\prime}(z) M^{-1}(z)
$$

we need only establish the above estimate on the interval $(0, N]$. Choose $b$ so that $\|B(y)\| \leqslant b$ for $0<y \leqslant N$. Suppose $0<y$ and suppose $e^{i \theta}$ is an eigenvalue for $M(i y)$ of multiplicity $m$.
*(Added 1999) There appears to be a sign missing in the first term. Fortunately this does not affect the argument in any serious way. The argument is an elaboration of one for the ordinary differential equation

$$
\frac{d \theta}{d y}= \pm \frac{\sin \theta}{y}+c(y)
$$

where $c(y)$ is bounded. If the sign is positive and $y$ small, then for $-\pi<\theta<\pi$ either $\theta$ hovers about 0 or is driven to $\pm \pi$. Thus $e^{i \theta}$ either hovers about 1 or is driven to -1 . If the sign is negative, the roles of 1 and -1 are reversed. The sign can be changed simply by replacing $\theta$ by $\theta+\pi$. In the text the argument is made quantitative and extended to the vector-valued function $M(i y)$, which is analogous to $e^{i \theta}$. Multiplying $M$ by -1 changes the sign. It also replaces $B$ by $-B$, but that is of no consequence.

It is known that if $y^{\prime}$ is sufficiently close to $y$ then $M\left(i y^{\prime}\right)$ has exactly $m$ eigenvalues, counted with multiplicities, which are close to $e^{i \theta}$. If

$$
8 y b \leqslant|\sin \theta|
$$

it is possible to obtain more precise information about the position of these $m$ eigenvalues. Choose an orthonormal basis $\Phi_{1}, \ldots, \Phi_{n}$ for $\mathfrak{E}$ consisting of eigenvectors of $M(i y)$ and let $e^{i \theta_{1}}, \ldots, e^{i \theta_{n}}$ be the corresponding eigenvalues. If

$$
\Phi=\sum_{j=1}^{n} \alpha_{j} \Phi_{j}
$$

with

$$
\sum_{j=1}^{n}\left|\alpha_{j}\right|^{2}=1
$$

is a unit vector then

$$
(M(i y) \Phi, \Phi)=\sum_{j=1}^{n} e^{i \theta_{j}}\left|\alpha_{j}\right|^{2}
$$

and

$$
\left(M^{\prime}(i y) \Phi, \Phi\right)=\sum_{j=1}^{n} y^{-1} \sin \theta_{j} e^{i \theta_{j}}\left|\alpha_{j}\right|^{2}+(M(i y) B(y) \Phi, \Phi)
$$

which is equal to

$$
\sum_{j=1}^{n}\left(y^{-1} \sin \theta_{j} e^{i \theta_{j}}+\beta\right)\left|\alpha_{j}\right|^{2}
$$

if

$$
\beta=(M(i y) B(y) \Phi, \Phi)
$$

Certainly $|\beta| \leqslant b$. It follows from the first formula that $(M(i y) \Phi, \Phi)$ lies in the convex hull of the eigenvalues of $M(i y)$; a similar assertion is of course valid for any unitary transformation. For any positive $y^{\prime}$

$$
\left(M\left(i y^{\prime}\right) \Phi, \Phi\right)=\sum_{j=1}^{n} e^{i \theta_{j}}\left|\alpha_{j}\right|^{2}+i \int_{y}^{y^{\prime}}\left(M^{\prime}(i s) \Phi, \Phi\right) d s
$$

Let $t=y^{\prime}-y$ and suppose $|t|$ is so small that $\left\|M^{\prime}(i s)-M^{\prime}(i y)\right\| \leqslant b$ if $|s-y| \leqslant|t|$; then

$$
\left(M\left(i y^{\prime}\right) \Phi, \Phi\right)=\sum_{j=1}^{n} e^{i \theta_{j}}\left(1-i t y^{-1} \sin \theta_{j}-\beta(t)\right)\left|\alpha_{j}\right|^{2}
$$

with $|\beta(t)| \leqslant 2 b t$. Set

$$
v_{j}(t)=\mp t y^{-1} \sin \theta_{j} \pm i \beta(t)
$$

and set

$$
u_{j}(t)=e^{i \theta_{j}}\left(1 \mp i v_{j}(t)\right)
$$

The upper or lower sign is taken according as $\sin \theta_{j} \geqslant 0$ or $\sin \theta_{j}<0$. The number $v_{j}(t)$ equals

$$
\left(\mp t y^{-1} \sin \theta_{j}+8 b t\right)+(-8 b t \pm i \beta(t))
$$

If $t<0$ and $8 y b \leqslant\left|\sin \theta_{j}\right|$ the second term lies in the sector $\left\{z\left||\arg z| \leqslant \frac{\pi}{4}\right\}\right.$ and the first term is positive.

Suppose $e^{i \theta}$ is an eigenvalue of $M(i y)$ of multiplicity $m$ and $8 y b \leqslant|\sin \theta|$; we shall show that if $y^{\prime}$ is less than but sufficiently close to $y$ the $m$ eigenvalues of $M\left(i y^{\prime}\right)$ which are close to $e^{i \theta}$ then lie in

$$
X(t)=\left\{e^{i \theta}\left(1 \mp i\left(\mp t y^{-1} \sin \theta+8 t b+z\right)\right)| | \arg z \left\lvert\, \leqslant \frac{\pi}{3}\right.\right\}
$$

Again the upper or the lower sign is taken according as $\sin \theta \geqslant 0$ or $\sin \theta<0$. This will follow if it is shown that for some $\varepsilon$ with $0 \leqslant \varepsilon<\frac{\pi}{12}$ these eigenvalues lie in

$$
Y(t)=\left\{e^{i \theta}\left(1 \mp i\left(\mp t y^{-1} \sin \theta+8 t b+z\right)\right) \left\lvert\,-\frac{\pi}{2} \pm \frac{\pi}{4} \mp \varepsilon \leqslant \arg z \leqslant \frac{\pi}{2} \pm \frac{\pi}{4} \mp \varepsilon\right.\right\}
$$

The set $e^{-i \theta} X(t)$ is the shaded sector of the diagram below, and $e^{-i \theta} Y(t)$ is the shaded half-plane


Choose $\varepsilon$ so that the boundary of $Y(0)$ contains no eigenvalues of $M(i y)$ except $e^{i \theta}$. We establish the assertion by showing that if $Y(0)$ contains $\ell$ eigenvalues of $M(i y)$ then $Y(t)$ contains $\ell$ eigenvalues of $M(i y+i t)$ when $t$ is negative but sufficiently close to 0 . Let
$e^{i \theta_{1}}, \ldots, e^{i \theta_{\ell}}$ be the $\ell$ eigenvalues of $M(i y)$ which lie in $Y(0)$. If

$$
\Phi=\sum_{j=1}^{\ell} \alpha_{j} \Phi_{j}
$$

is a unit vector then

$$
(M(i y+i t) \Phi, \Phi)=\sum_{j=1}^{\ell} u_{j}(t)\left|\alpha_{j}\right|^{2}
$$

If $1 \leqslant j \leqslant \ell$ and $e^{i \theta_{j}} \neq e^{i \theta}$ then, for $|t|$ sufficiently small, $u_{j}(t)$ lies in $Y(t)$ simply because it is close to $e^{i \theta_{j}}$. If $e^{i \theta_{j}}=e^{i \theta}$ the calculations above show that $u_{j}(t)$ lies in $Y(t)$. Since the set is convex $(M(i y+i t) \Phi, \Phi)$ does also. If the assertion were false we could choose $\Phi$ to be a linear combination of eigenvectors of $M(i y+i t)$ belonging to eigenvalues lying in the complement of $Y(t)$, and thereby force $(M(i y+i t) \Phi, \Phi)$ to lie in the complement. This is a contradiction.

A glance at the diagram allows us to infer that if $e^{i \theta^{\prime}}$ is an eigenvalue of $M\left(i y^{\prime}\right)$ lying close to $e^{i \theta}$ then

$$
\begin{equation*}
\pm\left(\theta-\theta^{\prime}\right) \geqslant \pm \sin \left(\theta-\theta^{\prime}\right) \geqslant\left(y-y^{\prime}\right)\left(y^{-1}|\sin \theta|-8 b\right) \tag{6.t}
\end{equation*}
$$

provided of course that $\theta^{\prime}$ is chosen near $\theta$. We readily deduce that if $-1<a<1$ there is an $\varepsilon>0$ such that the number of eigenvalues which lie on the arc

$$
V(y)=\left\{e^{i \theta}| | \sin \theta \mid<8 y b, \cos \theta<0\right\}
$$

and the number of eigenvalues which lie on the $\operatorname{arc}\left\{e^{i \theta} \mid \cos \theta<a\right\}$ are non-decreasing functions on $(0, \varepsilon)$. Indeed we can find $\varepsilon$ and $a$ such that these functions are equal and constant on $(0, \varepsilon)$. For example at a point $y$ at which one of the eigenvalues $\theta=\theta(y)$ enters or leaves $V(y)$ we have

$$
|\sin \theta|=8 y b
$$

Hence (6.t) holds. Moreover if $y^{\prime}$ is close to $y$ but less than it then

$$
-8 y^{\prime} b+\left|\sin \theta^{\prime}\right|=(8 y b-|\sin \theta|)-\left(8 y^{\prime} b-\left|\sin \theta^{\prime}\right|\right)=\left(y-y^{\prime}\right)\left\{8 b \mp \frac{\theta-\theta^{\prime}}{y-y^{\prime}} \cos \theta^{\prime \prime}\right\}
$$

with $\theta^{\prime \prime}$ close to $\theta$. Since $\cos \theta^{\prime \prime}<0$ the right hand side is greater than or equal to $8 b\left(y-y^{\prime}\right)$. It follows that

$$
8 y^{\prime} b-\left|\sin \theta^{\prime}\right|<0
$$

so that $V(y)$ has more elements than $V\left(y^{\prime}\right)$.
We next observe that the eigenvalues of $M(i y)$ which do not lie on $V(y)$ must all approach 1. Suppose they did not. From all the eigenvalues $e^{i \theta}$ of $M(i y)$ which lie outside of $V(y)$ choose one $e^{i \theta(y)}$, with $0 \leqslant|-\theta(y)| \leqslant \pi$, for which $\cos \theta$ is a minimum and set $a(y)=\cos \theta(y)$; then $a(y) \geqslant a$. If $\liminf _{y \rightarrow 0} a(y) \neq 1$ then there is an $a^{\prime}<1$ such that $a(y) \leqslant a^{\prime}$ for all sufficiently small $y$. Consequently there is a constant $c^{\prime}$ such that

$$
\left|y^{-1} \sin \theta(y)\right|-8 b \geqslant c^{\prime} y^{-1}
$$

for all sufficiently small $y$. It then follows from (6.t) that, for $y^{\prime}$ less than but sufficiently close to $y$,

$$
|\theta(y)|-\left|\theta\left(y^{\prime}\right)\right| \geqslant c^{\prime} y^{-1}\left(y-y^{\prime}\right)
$$

Hence, for all $y^{\prime} \leqslant y$,

$$
|\theta(y)|-\left|\theta\left(y^{\prime}\right)\right| \geqslant \frac{1}{2} c^{\prime} \log y / y^{\prime}
$$

which is a patent impossibility. Choose $\delta>0$ so that $|\sin \theta(\delta)| \leqslant \frac{1}{2}, \cos \theta(\delta) \geqslant \frac{1}{2}$, and $32 b \delta<1$. Let $r=1 / 5$ and choose $c$ so that $c \delta^{r}=1$. We shall show that if $0<y \leqslant \delta$ then $|\sin \theta(y)| \leqslant c y^{r}$. If $\delta<\varepsilon<1, c \geqslant 8 b$, as we may suppose, we can combine this with our earlier assertion to see that $\left\|M(i y)-M^{-1}(i y)\right\| \leqslant 2 c y^{r}$ on the interval $(0, \delta]$. If the assertion is false for some number $y^{\prime}$ let $y$ be the least upper bound of the numbers for which it is false. It is true for $y$ and $|\sin \theta(y)|=c y^{r}$. If $y^{\prime}$ is less than, but sufficiently close to, $y$ then

$$
|\sin \theta(y)|-\left|\sin \theta\left(y^{\prime}\right)\right| \geqslant \frac{1}{2}\left(|\theta(y)|-\left|\theta\left(y^{\prime}\right)\right|\right) \geqslant \frac{1}{2}\left(y-y^{\prime}\right)\left(c y^{r-1}-8 b\right) .
$$

Since

$$
c y^{r-1}=\frac{1}{2} \delta^{-r} y^{r-1} \geqslant \frac{1}{2} \delta^{-1}>16 b,
$$

we see that

$$
\left|\sin \theta\left(y^{\prime}\right)\right| \leqslant c y^{r}-\frac{1}{4} c y^{r-1}\left(y-y^{\prime}\right)
$$

However, for $y^{\prime}$ sufficiently close to $y$,

$$
y^{r}-\frac{1}{4} y^{r-1}\left(y-y^{\prime}\right) \leqslant\left(y^{\prime}\right)^{r}
$$

so that

$$
\left|\sin \theta\left(y^{\prime}\right)\right| \leqslant c\left(y^{\prime}\right)^{r}
$$

This is a contradiction.
We turn now to the proof of Lemmas 6.1 and 6.2 for families of cuspidal subgroups of rank greater than one. Let $\mathfrak{a}^{(i)}$ be one of $\mathfrak{a}^{(1)}, \ldots, \mathfrak{a}^{(r)}$, where $r$ is now the integer introduced at the beginning of the present section. If $\alpha_{\ell}^{(i)}$ is a simple root of $\mathfrak{a}^{(i)}$ let

$$
\mathfrak{a}_{\ell}^{(i)}=\left\{H \in \mathfrak{a}^{(i)} \mid \alpha_{\ell,}^{(i)}(H)=0\right\} .
$$

If we fix $i$ and $\ell$ then, as was remarked before stating Lemma 2.13, there is a unique $j$ such that $\mathfrak{a}^{(j)}$ contains $\mathfrak{a}_{\ell}^{(i)}$ and such that $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ contains an element $s$ such that $\alpha_{m}^{(i)}, s^{-1}$ is a positive root of $\mathfrak{a}^{(j)}$ if and only if $m \neq \ell$. We first show that if $\Phi$ belongs to $\mathfrak{E}^{(i)}$ then $E(g, \Phi, H)$ is meromorphic on the convex hull of $\mathfrak{A}^{(i)}$ and $s^{-1} \mathfrak{A}^{(j)}$ and, on this set

$$
E(g, M(s, H) \Phi, s H)=E(g, \Phi, H)
$$

For each $k$ there is a unique cuspidal subgroup ${ }^{*} P^{(i, k)}$ belonging to $P^{(i, k)}$ which has the split component $\mathfrak{a}_{\ell}^{(i)}$. We define ${ }^{*} P^{(j, k)}$ in the same manner. There is no harm in supposing that the elements of $\{P\}$ have been so chosen that if ${ }^{*} P^{\left(i, k_{1}\right)}$ and ${ }^{*} P^{\left(i, k_{2}\right)}$ or ${ }^{*} P^{\left(j, k_{2}\right)}$ are conjugate they are equal. Choose ${ }^{*} P$ in

$$
\left\{{ }^{*} P^{(i, k)} \mid 1 \leqslant k \leqslant m_{i}\right\}=\left\{{ }^{*} P^{(j, k)} \mid 1 \leqslant k \leqslant m_{j}\right\}
$$

and suppose ${ }^{*} P={ }^{*} P^{(i, k)}$ for $1 \leqslant k \leqslant m_{i}^{\prime}$ and ${ }^{*} P={ }^{*} P^{(j, k)}$ for $1 \leqslant k \leqslant m_{j}^{\prime}$. Let

$$
{ }^{\dagger} \mathfrak{E}^{(i)}=\bigoplus_{k=1}^{m_{i}^{\prime}} \mathfrak{E}\left(V^{(i, k)} \times W, W^{*}\right)
$$

and let

$$
{ }^{\dagger} \mathfrak{E}^{(j)}=\bigoplus_{k=1}^{m_{j}^{\prime}} \mathfrak{E}\left(V^{(j, k)} \times W, W^{*}\right)
$$

According to the remarks preceding Lemma 3.5 we can identify

$$
\bigoplus_{k=1}^{m_{i}} \mathfrak{E}\left(V^{(i, k)}, W\right)
$$

or

$$
\bigoplus_{k=1}^{m_{j}^{\prime}} \mathfrak{E}\left(V^{(j, k)}, W\right)
$$

with the space of functions in ${ }^{\dagger} \mathfrak{E}^{(i)}$ or ${ }^{\dagger} \mathfrak{E}^{(j)}$ respectively which are invariant under right translations by elements of ${ }^{*} K_{0}$. If $H$ belongs to $\mathfrak{a}_{c}^{(i)}$ let $H={ }^{*} H+{ }^{\dagger} H$ with ${ }^{*} H$ in the complexification of $\mathfrak{a}_{\ell}^{(i)}$ and ${ }^{\dagger} H$ orthogonal to $\mathfrak{a}_{\ell}^{(i)}$. The restriction of $M(s, H)$ to

$$
\bigoplus_{k=1}^{m_{i}^{\prime}} \mathfrak{E}\left(V^{(i, k)}, W\right)
$$

depends only on ${ }^{\dagger} H$ and agrees with the restriction to this space of a linear transformation on ${ }^{\dagger} E^{(i)}$ which, using a notation suggested by that of Lemma $4.5(\mathrm{ii})$, we call $M\left({ }^{\dagger} s,{ }^{\dagger} H\right)$. If $\Phi$ belongs to

$$
\bigoplus_{k=1}^{m_{i}} \mathfrak{E}\left(V^{(i, k)}, W\right)
$$

then $M(s, H) \Phi$ belongs to

$$
\bigoplus_{k=1}^{m_{j}^{\prime}} \mathfrak{E}\left(V^{(j, k)}, W\right)
$$

It is enough to show that for each ${ }^{*} P$ and each $\Phi$ in

$$
\bigoplus_{k=1}^{m_{i}^{\prime}} \mathfrak{E}\left(V^{(i, k)}, W\right)
$$

the function $E(g, \Phi, H)$ is meromorphic on the convex hull of $\mathfrak{A}^{(i)}$ and $s^{-1} \mathfrak{A}^{(j)}$ and

$$
E\left(g, M\left({ }^{\dagger} s,{ }^{\dagger} H\right) \Phi, s H\right)=E(g, \Phi, H)
$$

If

$$
\Phi=\bigoplus_{k=1}^{m_{i}^{\prime}} \Phi_{k}
$$

then

$$
E(g, \Phi, H)=\sum_{k=1}^{m_{i}^{\prime}} E\left(g, \Phi_{k}, H\right)
$$

and if $H$ belongs to $\mathfrak{A}^{(i)}$ then

$$
\begin{equation*}
E\left(g, \Phi_{k}, H\right)=\sum_{* \Delta \backslash \Gamma} \sum_{\Delta^{(i, k)} \wedge^{* \Delta}} \exp \left(\left\langle H^{(i, k)}(\delta \gamma g), H\right\rangle+\rho\left(H^{(i, k)}(\delta \gamma g)\right)\right) \Phi_{k}(\delta \gamma g) \tag{6.u}
\end{equation*}
$$

If $g$ is in $G$ let $g=n a m k^{-1}$ with $n$ in ${ }^{*} N, a$ in ${ }^{*} A, m$ in ${ }^{*} M$, and $k$ in $K$; then

$$
\sum_{\Delta^{(i, k) \backslash * \Delta}} \exp \left(\left\langle H^{(i, k)}(\delta g), H\right\rangle+\rho\left(H^{(i, k)}(\delta g)\right)\right) \Phi_{k}(\delta g)
$$

is equal to

$$
\exp \left(\left\langle{ }^{*} H(g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(g)\right)\right) \sum_{\dagger \Delta^{(i, k)} \backslash{ }^{*} \Theta} \exp \left(\left\langle{ }^{\dagger} H^{(i, k)}(\theta m),{ }^{\dagger} H\right\rangle+\rho\left({ }^{\dagger} H(\theta m)\right)\right) \Phi_{k}(\theta m, k)
$$

if

$$
{ }^{\dagger} P^{(i, k)}={ }^{*} N \backslash P^{(i, k)} \cap{ }^{*} S
$$

and

$$
{ }^{\dagger} \Delta^{(i, k)}={ }^{*} \Theta \cap{ }^{\dagger} P^{(i, k)}
$$

The sum on the right is, essentially, the Eisenstein series $E\left((m, k), \Phi_{k},{ }^{\dagger} H\right)$ associated to the function $\Phi_{k}$, considered as an element of $\mathfrak{E}\left(V^{(i, k)} \times W, W^{*}\right)$, and the cuspidal subgroup ${ }^{\dagger} P^{(i, k)} \times K$. It is not quite this Eisenstein series because the Killing form on ${ }^{*} \mathfrak{m}$ is not the restriction to * $\mathfrak{m}$ of the Killing form on $\mathfrak{g}$. We ignore this difficulty. It is a function on ${ }^{*} \Theta \times\{1\} \backslash{ }^{*} M \times K$ which is invariant under right translations by elements of ${ }^{*} K_{0}$ and can thus be considered a function on ${ }^{*} T \backslash G$ which we write as $E\left(g, \Phi_{k},{ }^{\dagger} H\right)$. The right side of (6.u) equals

$$
\sum_{* \Delta \backslash \Gamma} \exp \left(\left\langle{ }^{*} H(\gamma g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(\gamma g)\right)\right) E\left(\gamma g, \Phi_{k},{ }^{\dagger} H\right)
$$

Consequently

$$
\begin{equation*}
E(g, \Phi, H)=\sum_{* \Delta \backslash \Gamma} \exp \left(\left\langle{ }^{*} H(\gamma g),{ }^{*} H\right\rangle+\rho\left({ }^{*} H(\gamma g)\right)\right) E\left(\gamma g, \Phi,{ }^{\dagger} H\right) \tag{6.v}
\end{equation*}
$$

if, for all $g$,

$$
E\left(g, \Phi,{ }^{\dagger} H\right)=\sum_{k=1}^{m_{i}^{\prime}} E\left(g, \Phi_{k},{ }^{\dagger} H\right)
$$

A similar result is valid if $i$ is replaced by $j$. The cuspidal subgroups

$$
{ }^{\dagger} P^{(i, k)} \times K, \quad 1 \leqslant k \leqslant m_{i}^{\prime}
$$

have a common split component ${ }^{\dagger} \mathfrak{a}^{(i)}$ of dimension one. Since Lemmas 6.1 and 6.2 are valid for families of cuspidal subgroups of rank one $E\left(\cdot, \Phi,{ }^{\dagger} H\right)$ is meromorphic on ${ }^{\dagger} \mathfrak{a}^{(i)}$ and

$$
E\left(\cdot, \Phi,{ }^{\dagger} H\right)=E\left(\cdot, M\left({ }^{\dagger} s,{ }^{\dagger} H\right) \Phi,{ }^{\dagger} H\right)
$$

Let ${ }^{\dagger} \mathfrak{S}$ be a Siegel domain associated to a percuspidal subgroup ${ }^{\dagger} P$ of ${ }^{*} M$. If $U$ is a bounded subset of ${ }^{\dagger} \mathfrak{a}^{(i)}$ let $p\left({ }^{\dagger} H\right)$ be a polynomial such that $p\left({ }^{\dagger} H\right) M\left({ }^{\dagger} s,{ }^{\dagger} H\right)$ is analytic on $U$. It
follows readily from Lemmas 5.2 and 6.2 that there is a constant $c$ such that, for all $m$ in $\mathfrak{S}$, all $k$ in $K$, and all ${ }^{\dagger} H$ in $U$,

$$
\left|p\left({ }^{\dagger} H\right) E\left((m, k), \Phi,{ }^{\dagger} H\right)\right|
$$

is at most

$$
c\left\{\exp \left(\left\langle{ }^{\dagger} H(m), \operatorname{Re}^{\dagger} H\right\rangle\right)+\exp \left(\left\langle{ }^{\dagger} H(m),{ }^{\dagger} s\left(\operatorname{Re}^{\dagger} H\right)\right\rangle\right)\right\} \exp \rho\left({ }^{\dagger} H^{(i)}(m)\right)
$$

Here ${ }^{\dagger} H(m)$ belongs, of course, to ${ }^{\dagger} \mathfrak{h}$ the split component of ${ }^{\dagger} P$ and its projection on ${ }^{\dagger} \mathfrak{a}^{(i)}$ is ${ }^{\dagger} H^{(i)}(m)$. The remarks following the proof of Lemma 4.1 imply that (6.v) converges absolutely if $H$ is in the convex hull of $\mathfrak{A}^{(i)}$ and $s^{-1} \mathfrak{A}^{(j)}$ and $M\left({ }^{\dagger} s, \cdot\right)$ is analytic at ${ }^{\dagger} H$, that $E(\cdot, \Phi, H)$ is meromorphic on this set, and that every assertion of Lemma 6.2 except perhaps the last is true if $H_{0}^{(i)}$ belongs to this set. Since $s H={ }^{*} H+{ }^{\dagger} s\left({ }^{\dagger} H\right)$ the relation

$$
E(g, \Phi, H)=E(g, M(s, H) \Phi, H)
$$

is immediate. It is however the last assertion of Lemma 6.2 which is of importance to us.
Let $\Phi$ belong to $\mathfrak{E}^{(i)}$ and let $P^{(h, \ell)}$ belong to $\{P\}$. Fix a split component, which we still call $\mathfrak{a}^{(h)}$, of $P^{(h, \ell)}$ and let $X$ belong to $\mathfrak{a}^{(h)}, m$ to $M^{(h, \ell)}$, and $k$ to $K$. If $H$ belongs to $\mathfrak{A}^{(i)}$ then

$$
\int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E(n \exp X m k, \Phi, H) d n
$$

is equal to

$$
\sum_{t \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} \exp (\langle X, t H\rangle+\rho(X))\left(E^{(h, \ell)} M(t, H) \Phi\right)(m k)
$$

if $E^{(h, \ell)}$ is the projection of $\mathfrak{E}^{(h)}$ on $\mathfrak{E}\left(V^{(h, \ell)}, W\right)$. If $t_{1}, \ldots, t_{n}$ are the elements of $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ there are elements $X_{1}, \ldots, X_{n}$ of $\mathfrak{a}^{(h)}$ such that $\operatorname{det}\left(\exp \left(\left\langle X_{x}, t_{y} H\right\rangle+\rho\left(X_{x}\right)\right)\right)$ does not vanish identically. The inverse, $\left(a_{x y}(H)\right)$, of the matrix $\left(\exp \left(\left\langle X_{x}, t_{y} H\right\rangle+\rho\left(X_{x}\right)\right)\right)$ is a meromorphic function on $\mathfrak{a}^{(i)}$ and $\left(E^{(h, \ell)} M\left(t_{x}, H\right) \Phi\right)(m, k)$ is equal to

$$
\sum_{y=1}^{n} a_{x y}(H) \int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E\left(n \exp X_{y} m k, \Phi, H\right) d n
$$

which is meromorphic on the convex hull of $\mathfrak{A}^{(i)}$ and $s^{-1} \mathfrak{A}^{(j)}$. Since $m$ and $k$ are arbitrary this is also true of $E^{(h, \ell)} M(t, H)$ and hence of $M(t, H)$ for any $t$. Moreover

$$
\int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E(n g, \Phi, H) d n
$$

is equal to

$$
\sum_{t \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(h)}\right)} \exp \left(\left\langle H^{(h, \ell)}(g), t H\right\rangle+\rho\left(H^{(h, \ell)}(g)\right)\right)\left(E^{(h, \ell)} M(t, H) \Phi\right)(g)
$$

at those points of the convex hull where both sides are defined. A similar result is of course valid if $i$ is replaced by $j$. Use this together with the functional equation we have discovered
to see that the left side of this equation also equals

$$
\sum_{t \in \Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(h)}\right)} \exp \left(\left\langle H^{(h, \ell)}(g), t s H\right\rangle+\rho\left(H^{(h, \ell)}(g)\right)\right)\left(E^{(h, \ell)} M(t, s H) M(s, H) \Phi\right)(g) .
$$

This is so for every $\ell$ only if

$$
M(t, s H) M(s, H)=M(t s, H)
$$

If $i$ and $j$ are arbitrary and $s$ is any element of $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ then, according to the first corollary to Lemma 2.13, $s$ can be written as a product of reflections, say $s=s_{n} \cdots s_{1}$. Let us show by induction on $n$ that $M\left(s, H^{(i)}\right)$ is meromorphic on $\mathfrak{a}^{(i)}$ and that its singularities lie along hyperplanes. If $n=1$ then the discussion above, together with the remarks following the proof of Lemma 4.5(ii), shows that $M\left(s, H^{(i)}\right)$ depends, apart from an exponential factor, on only one variable and is a meromorphic function on $\mathfrak{a}^{(i)}$. On the set $\mathfrak{A}^{(i)}$

$$
M\left(s, H^{(i)}\right)=M\left(s_{n} \cdots s_{2}, s_{1} H^{(i)}\right) M\left(s_{1}, H^{(i)}\right)
$$

The induction assumption implies that $M\left(s, H^{(i)}\right)$ is meromorphic on all of $\mathfrak{a}^{(i)}$ and that its singularities lie along hyperplanes. It can also be shown by induction that if $t$ belongs to $\Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(k)}\right)$ then

$$
M\left(t s, H^{(i)}\right)=M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right)
$$

Indeed

$$
M\left(t s, H^{(i)}\right)=M\left(t s_{n} \cdots s_{1}, H^{(i)}\right)=M\left(t s_{n} \cdots s_{2}, s_{1} H^{(i)}\right) M\left(s_{1}, H^{(i)}\right)
$$

Apply the induction assumption to the first factor to see that $M\left(t s, H^{(i)}\right)$ equals

$$
M\left(t, s H^{(i)}\right) M\left(s_{n} \cdots s_{2}, s_{1} H^{(i)}\right) M\left(s_{1}, H^{(i)}\right)=M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right)
$$

There is one more property of the functions $M\left(s, H^{(i)}\right)$ which will be needed to complete the proof of Lemma 6.1. If, as above, $s$ is in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$, choose $s_{n}, \ldots, s_{1}$ so that $s=s_{n} \cdots s_{1}$ and so that if $t_{k}=s_{k-1} \cdots s_{1}, 2 \leqslant k \leqslant n$, and $s_{k}$ lies in $\Omega\left(\mathfrak{a}^{\left(i_{k}\right)}, \mathfrak{a}^{\left(j_{k}\right)}\right)$ and belongs to the simple root $\alpha_{k}$, then $t_{k}\left(\left(\mathfrak{a}^{(i)}\right)^{+}\right)$is contained in

$$
\left\{H \in \mathfrak{a}^{\left(i_{k}\right)} \mid \alpha_{k,}(H)>0\right\} .
$$

Then

$$
\begin{equation*}
M\left(s, H^{(i)}\right)=M\left(s_{n}, t_{n} H^{(i)}\right) \cdots M\left(s_{2}, t_{1} H^{(i)}\right) M\left(s_{1}, H^{(i)}\right) . \tag{6.w}
\end{equation*}
$$

But there are only a finite number of singular hyperplanes of $M\left(s_{k}, H\right)$ which intersect the closure of

$$
\left\{H \in \mathfrak{a}_{c}^{\left(i_{k}\right)} \mid \operatorname{Re} \alpha_{k,}(H)>0\right\} .
$$

Consequently there are only a finite number of singular hyperplanes of $M\left(s, H^{(i)}\right)$ which intersect the closure of the tube over $\left(\mathfrak{a}^{(i)}\right)^{+}$.

For each $i, 1 \leqslant i \leqslant r$, there are a finite number of points $Z_{1}^{(i)}, \ldots, Z_{n_{i}}^{(i)}$ in the orthogonal complement of $\mathfrak{a}_{c}^{(i)}$ in $\mathfrak{j}_{c}$ such that for any $X$ in $\mathfrak{Z}$, the centre of the universal enveloping algebra of $\mathfrak{g}$, for any $H^{(i)}$ in $\mathfrak{a}^{(i)}$, and for $1 \leqslant k \leqslant m_{i}$, the eigenvalues of $\pi\left(X, H^{(i)}\right)$, the linear transformation on $\mathfrak{E}\left(V^{(i, k)}, W\right)$ defined in Section 4, belong to the set

$$
\left\{P_{X}\left(H^{(i)}+Z_{1}^{(i)}\right), \ldots, P_{X}\left(H^{(i)}+Z_{n_{i}}^{(i)}\right)\right\} .
$$

There is certainly a polynomial $p$ in $\mathfrak{Z}$ such that

$$
p\left(H^{(i)}+Z_{k}^{(i)}\right)=0, \quad 1 \leqslant k \leqslant n_{i}
$$

if, for some $s, H^{(i)}$ in $\mathfrak{a}_{c}^{(i)}$ belongs to a singular hyperplane of $M(s, \cdot)$ which intersects the closure of the tube over $\left(\mathfrak{a}^{(i)}\right)^{+}$, but such that $p\left(H^{(i)}+Z_{k}^{(i)}\right)$ does not vanish identically on $\mathfrak{a}_{c}^{(i)}$ for any choice of $i$ and $k$. Thus there is an $X$ in $\mathfrak{Z}$ such that for all $i$, all $j$, and all $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ the function

$$
M\left(s, H^{(i)}\right) \pi\left(X, H^{(i)}\right)
$$

is analytic on the closure of the tube over $\left(\mathfrak{a}^{(i)}\right)^{+}$but not identically zero. Let $f$ be an infinitely differentiable function $G$ such that $f\left(\mathrm{kgk}^{-1}\right)=f(g)$ for all $g$ and all $k$ and such that the determinant of the linear transformation $\pi\left(f, H^{(i)}\right)$ on $\mathfrak{E}^{(i)}$ vanishes identically for no $i$. Set $f_{0}=\lambda^{\prime}(X) f$; then $\pi\left(f_{0}, H^{(i)}\right)=\pi\left(X, H^{(i)}\right) \pi\left(f, H^{(i)}\right)$ and its determinant does not vanish identically. If $\mathfrak{S}$ is a Siegel domain associated to a percuspidal subgroup then for each $g$ in $\mathfrak{S}$ define $E^{\prime}\left(h, \Phi_{i}, H^{(i)}\right)$ as in the beginning of this section. According to (4.r) and (6.b) the inner product of $\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Phi_{i}, H_{1}^{(i)}\right)$ and $\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Psi_{j}, H_{2}^{(j)}\right)$ is equal to

$$
\begin{aligned}
\sum_{s \in \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} \frac{a^{2}}{(2 \pi)^{q}} & \\
& \int_{\operatorname{Re} H^{(i)}=Y^{(i)}}\left(M\left(s, H^{(i)}\right) \pi\left(f_{0}, H^{(i)}\right) \Phi, \pi\left(f_{0},-s \bar{H}^{(i)}\right) \Psi_{j}\right) \xi\left(s, H^{(i)}\right)\left|d H^{(i)}\right|
\end{aligned}
$$

with

$$
\begin{aligned}
& \xi\left(s, H^{(i)}\right) \\
& \quad=\exp \left\langle X(g), H_{1}^{(i)}+\bar{H}_{2}^{(j)}-H^{(i)}+s H^{(i)}\right\rangle\left\{\prod_{k=1}^{q} \alpha_{k,}^{(i)}\left(H_{1}^{(i)}-H^{(i)}\right) \alpha_{k,}^{(j)}\left(\bar{H}_{2}^{(j)}+s H^{(i)}\right)\right\}
\end{aligned}
$$

If the relation (6.w) is combined with the estimates obtained for the function $M(z)$ of Lemma 6.3 when Re $z \geqslant 0$ it is seen that in this integral $Y^{(i)}$ can be replaced by 0 . Consequently the expression is an analytic function of $\left(H_{1}^{(i)}, H_{2}^{(j)}\right)$ on the Cartesian product of the tubes over $\left(\mathfrak{a}^{(i)}\right)^{+}$and $\left(\mathfrak{a}^{(j)}\right)^{+}$. Applying an argument similar to that used in the case of a single variable we see that $\lambda\left(f_{0}\right) E^{\prime}\left(\cdot, \Phi_{i}, H^{(i)}\right)$ is an analytic function on the tube over $\left(\mathfrak{a}^{(i)}\right)^{+}$with values in $\mathcal{L}(\Gamma \backslash G)$. The estimate of $(6 . \mathrm{d})$ is a manifest consequence of the above expression for the inner product. We conclude that $E\left(\cdot, \phi_{i}, H^{(i)}\right)$ is meromorphic on the tube over $\left(\mathfrak{a}^{(i)}\right)^{+}$and that Lemma 6.2 is true if $H_{0}^{(i)}$ is in this set. If $H^{(i)}$ lies on the boundary of this set and if, for every $h$ and all $t$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right), M(t, \cdot)$ is analytic at $H^{(i)}$ then, applying Lemma 5.2, we define $E\left(\cdot, \Phi, H^{(i)}\right)$ by continuity. Suppose $W$ is a Weyl chamber of $\mathfrak{a}^{(i)}$. Choose the unique $j$ and the unique $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ such that $s W=\left(\mathfrak{a}^{(j)}\right)^{+}$and if $H^{(i)}$ is in the closure of the tube over $W$ set

$$
E\left(\cdot, \Phi_{i}, H^{(i)}\right)=E\left(\cdot, M\left(s, H^{(i)}\right) \Phi_{i}, s H^{(i)}\right)
$$

when the right side is defined. Then

$$
\int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E\left(n g, \Phi_{i}, H^{(i)}\right) d n
$$

is equal to

$$
\sum_{t \in \Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(h)}\right)} \exp \left(\left\langle H^{(h, \ell)}(g), t s H^{(i)}\right\rangle+\rho\left(H^{(h, \ell)}(g)\right)\right)\left(E^{(h, \ell)} M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right) \Phi_{i}\right)(g)
$$

Since the cuspidal component of

$$
\int_{\Gamma \cap N \backslash N} E\left(n g, \Phi_{i}, H^{(i)}\right) d n
$$

is zero if $P$ is not conjugate to an element of $\{P\}$ and since $E\left(\cdot, \Phi_{i}, H^{(i)}\right)$ has the proper rate of growth on Siegel domains it follows from Lemma 5.2 that $E\left(\cdot, \Phi_{i}, \cdot\right)$ can be defined at $H^{(i)}$ in the closure of $W$ if, for all $h$ and all $t$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(h)}\right), M(t, \cdot)$ is analytic at $H^{(i)}$. However a given point $H^{(i)}$ at which all functions $M(t, \cdot)$ are analytic may lie in the closure of more than one Weyl chamber so that it is not clear that we have defined $E\left(\cdot, \Phi, H^{(i)}\right)$ unambiguously; but to see that we have, it is sufficient to refer to Lemma 3.7. Lemma 5.3 implies that $E\left(\cdot, \Phi_{i}, H^{(i)}\right)$ is meromorphic on $\mathfrak{a}_{c}^{(i)}$ and that the first assertion of Lemma 6.2 is valid. It remains to verify the functional equations. Appealing again to Lemma 3.7 we see that it is enough to show that for all $j$, all $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$, and for $1 \leqslant h \leqslant r, 1 \leqslant \ell \leqslant m_{h}$,

$$
\int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E\left(n g, \Phi_{i}, H^{(i)}\right) d n=\int_{\Gamma \cap N^{(h, \ell)} \backslash N^{(h, \ell)}} E\left(n g, M\left(s, H^{(i)}\right) \Phi_{i}, s H^{(i)}\right) d n
$$

The left side has just been calculated; the right side is

$$
\sum_{t \in \Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(h)}\right)} \exp \left(\left\langle H^{(h, \ell)}(g), t s H^{(i)}\right\rangle+\rho\left(H^{(h, \ell)}(g)\right)\right)\left(E^{(h, \ell)} M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right) \Phi_{i}\right)(g)
$$

Since

$$
M\left(t, s H^{(i)}\right) M\left(s, H^{(i)}\right)=M\left(t s, H^{(i)}\right)
$$

they are equal.

## CHAPTER 7

## The main theorem

As was stressed in the introduction the central problem of this paper is to obtain a spectral decomposition for $\mathcal{L}(\Gamma \backslash G)$ with respect to the action of $G$. Referring to Lemma 4.6 we see that it is enough to obtain a spectral decomposition for each of the spaces $\mathcal{L}(\{P\},\{V\}, W)$ with respect to the action of $\mathcal{C}(W, W)$. If $q$ is the rank of the elements of $\{P\}$ it will be seen that $\mathcal{L}(\{P\},\{V\}, W)$ is the direct sum of $q+1$ invariant and mutually orthogonal subspaces

$$
\mathcal{L}_{m}(\{P\},\{V\}, W), \quad 0 \leqslant m \leqslant q,
$$

and that, in a sense which will become clear later, the spectrum $\mathcal{C}(W, W)$ in $\mathcal{L}_{m}(\{P\},\{V\}, W)$ is of dimension $m$. The spectral decomposition of $\mathcal{L}_{q}(\{P\},\{V\}, W)$ will be effected by means of the Eisenstein series discussed in Section 6, the Eisenstein series associated to cusp forms. The spectral decomposition of $\mathcal{L}_{m}(\{P\},\{V\}, W), m<q$, is effected by means of the Eisenstein series in $m$-variables which are residues of the Eisenstein series in $q$ variables associated to cusp forms. More precisely the series in $m$-variables are residues of the series in $m+1$ variables. In any case they are by definition meromorphic functions and it will be proved that they must satisfy functional equations similar to those of Lemma 6.1. It will also be shown that there are relations between the functions defined by Eisenstein series and certain other functions that arise in the process of taking residues but cannot be defined directly. It will be apparent, a posteriori, that the Eisenstein series described above are precisely those of Lemma 4.1.

It will be easy to define the space $\mathcal{L}_{q}(\{P\},\{V\}, W)$; the other spaces $\mathcal{L}_{m}(\{P\},\{V\}, W)$, $m<q$ will be defined by induction. Although the spaces $\mathcal{L}_{m}(\{P\},\{V\}, W)$ can be shown, $a$ posteriori, to be unique it is, unfortunately, necessary to define them by means of objects which are definitely not unique. Since the induction on $m$ must be supplemented by an induction similar to that of the last section this lack of uniqueness will cause us trouble if we do not take the precaution of providing at each step the necessary material for the supplementary induction. To do this it is best to let $\{P\}$ denote a full class of associate cuspidal subgroups rather than a set of representatives for the conjugacy classes in an equivalence class. Then $\mathcal{L}(\{P\},\{V\}, W)$ is just the closure of the space of functions spanned by the functions

$$
\widehat{\phi}(g)=\sum_{\Delta \backslash \Gamma} \phi(\gamma g)
$$

where for some $P$ in $\{P\}, \phi$ belongs to $\mathfrak{D}(V, W)$. Suppose * $P$ is a cuspidal subgroup belonging to some element $P$ of $\{P\}$. The space $\mathfrak{D}\left(V \otimes W, W^{*}\right)$ of functions on ${ }^{\dagger} T \times\{1\} \backslash{ }^{*} M \times K$ has been defined; it can be regarded as a space of functions on ${ }^{*} A T \times\{1\} \backslash{ }^{*} P \times K$. The subspace $\mathfrak{D}\left(V \otimes W, W^{*}\right)$ consisting of those functions $\phi$ such that $\phi\left(p_{1}, k_{1}\right)=\phi\left(p_{2}, k_{2}\right)$ when $p_{1}$ and $p_{2}$ belong to ${ }^{*} P, k_{1}$ and $k_{2}$ belong to $K$, and $p_{1} k_{1}^{-1}=p_{2} k_{2}^{-1}$ can be regarded as a space of functions on ${ }^{*} A T \backslash G$. It will be called ${ }^{*} \mathfrak{D}(V, W)$. Then ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ will be the closure, in $\mathcal{L}\left({ }^{*} \Theta \times\{1\} \backslash{ }^{*} M \times K\right)$, of the space of functions on ${ }^{*} A^{*} T \backslash G$ spanned by functions of the
form

$$
\widehat{\phi}(g)=\sum_{\Delta \^{*} \Delta} \phi(\gamma g)
$$

where, for some $P$ in ${ }^{*}\{P\}$, the set of elements in $\{P\}$, to which ${ }^{*} P$ belongs, $\phi$ belongs to ${ }^{*} \mathfrak{D}(V, W)$. If $\mathfrak{a}^{(1)}, \ldots, \mathfrak{a}^{(r)}$ are as before the distinct split components of the elements of $\{P\}$ we let ${ }^{*}\{P\}^{(i)}$ be the set of elements in ${ }^{*}\{P\}$ with the split component $\mathfrak{a}^{(i)}$ and define $\{P\}^{(i)}$ in a similar fashion. Suppose $P$ belongs to ${ }^{*}\{P\}^{(i)}$ and ${ }^{\dagger} \mathfrak{a}^{(i)}$ is the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}^{(i)}$. Let ${ }^{*} \mathfrak{H}(V, W)$ be the set of all functions $\Phi(\cdot)$ with values in $\mathcal{C}(V, W)$ which are defined and analytic on

$$
\left\{H \in{ }^{\dagger} \mathfrak{a}_{c}^{(i)} \mid\|\operatorname{Re} H\|<R\right\}
$$

and are such that, if $p$ is any polynomial, $\|p(\operatorname{Im} H) \Phi(H)\|$ is bounded on this set. Here $R$ is the number introduced at the end of Section 4 and $\|\operatorname{Re} H\|$ is the norm of $\operatorname{Re} H$ in $\mathfrak{a}^{(i)}$. If we are to use these new spaces effectively we have to realize that all of the facts proved earlier have analogues for these new types of spaces. Since the proof generally consists merely of regarding functions on ${ }^{*} N^{*} A \backslash G$ as functions on ${ }^{*} M \times K$ we will use the analogues without comment. In particular the analogue of the operator $A$ on $\mathcal{L}(\{P\},\{V\}, W)$ is defined on ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$; it will also be called $A$.

Since the entire discussion concerns one family $\{P\}$, one family $\{V\}$, and one space $W$ we fix the three of them immediately and start by introducing some simple notions. Let $\mathfrak{a}=\mathfrak{a}^{(i)}$ with $1 \leqslant i \leqslant r$. If $\mathfrak{s}$ is a complex affine subspace of $\mathfrak{a}_{c}$ defined by equations of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root of $\mathfrak{a}$ and $\mu$ is a complex number then $\mathfrak{s}=X(\mathfrak{s})+\widetilde{\mathfrak{s}}$ where $\widetilde{\mathfrak{s}}$ is a complex subspace of $\mathfrak{a}_{c}$ defined by real linear equations which contains zero and $X(\mathfrak{s})$ is orthogonal to $\widetilde{\mathfrak{s}}$. Let $S(\mathfrak{s})$ be the symmetric algebra over the orthogonal complement of $\widetilde{\mathfrak{s}}$. Suppose ${ }^{*} \mathfrak{a}$ is a distinguished subspace of $\mathfrak{a}$ and suppose $\widetilde{\mathfrak{s}}$ contains ${ }^{*} \mathfrak{s}$. If ${ }^{\dagger} \mathfrak{a}$ is the orthogonal complement of * $\mathfrak{a}$ in $\mathfrak{a}$ there is a unique isomorphism $Z \rightarrow D(Z)$ of $S(\mathfrak{s})$ with a subalgebra of the algebra of holomorphic differential operators on ${ }^{\dagger} \mathfrak{a}_{c}$ such that

$$
D(Y) f(H)=\left.\frac{d f}{d t}(H+t Y)\right|_{t=0}
$$

if $Y$ belongs to the orthogonal complement of $\widetilde{\mathfrak{s}}$. If $\mathfrak{E}$ is a finite-dimensional unitary space and if $\Phi(\cdot)$ is a function with values in $\mathfrak{E}$ which is defined and analytic in a neighbourhood of the point $H$ in ${ }^{\dagger} \mathfrak{a}_{c}$ let $d \Phi(H)$ be that element of $L(S(\mathfrak{s}), \mathfrak{E})$, the space of linear transformations from $S(\mathfrak{s})$ to $\mathfrak{E}$, defined by

$$
d \Phi(H)(Z)=D(Z) \Phi(H)
$$

The space $L(S(\mathfrak{s}), \mathfrak{E})$ can be identified with the space of formal power series over the orthogonal complement of $\widetilde{\mathfrak{s}}$ with coefficients in $\mathfrak{E}$ and we obtain $d \Phi(H)$ by expanding the function

$$
\Phi_{H}(Y)=\Phi(H+Y)
$$

about the origin. If $f(\cdot)$ is a function with values in the space of linear transformations from $\mathfrak{E}$ to $\mathfrak{E}^{\prime}$ which is defined and analytic in a neighbourhood of $H$ we can regard $d f(H)$ as a power series; if $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E})$ the product $d f(H) F$ is defined and belongs to $L\left(S(\mathfrak{s}), \mathfrak{E}^{\prime}\right)$. There is a unique conjugate linear isomorphism $Z \rightarrow Z^{*}$ of $S(\mathfrak{s})$ with itself such that $Y^{*}=-\bar{Y}$ if $Y$ belongs to the orthogonal complement of $\widetilde{\mathfrak{s}}$ and there is a unique function $(T, F)$ on

$$
S(\mathfrak{s}) \otimes \mathfrak{E} \times L(S(\mathfrak{s}), \mathfrak{E})
$$

which is linear in the first variable and conjugate linear in the second and such that

$$
(Z \otimes \Phi, F)=\left(\Phi, F\left(Z^{*}\right)\right)
$$

if $Z$ is in $S(\mathfrak{s}), \Phi$ is in $\mathfrak{E}$, and $F$ is in $L(S(\mathfrak{s}), \mathfrak{E})$. It is easily seen that if $\Lambda$ is any linear function on $S(\mathfrak{s}) \otimes \mathfrak{E}$ there is an $F$ in $L(S(\mathfrak{s}), \mathfrak{E})$ such that $\Lambda(T)=(T, F)$ for all $T$ in $S(\mathfrak{s}) \otimes \mathfrak{E}$. If we define the order of $F$, denoted $O(F)$, to be the degree of the term of lowest degree which actually occurs in the power series expansion of $F$ and if we say that a linear transformation $N$ from $L(S(\mathfrak{s}), \mathfrak{E})$ to some other vector space is of finite degree $n$ if $N F=0$ when $O(F)$ is greater than $n$ and if $N F \neq 0$ for some $F$ of order $n$ then a linear function $\Lambda$ on $L(S(\mathfrak{s}), \mathfrak{E})$ is of finite degree if and only if there is a $T$ in $S(\mathfrak{s}) \otimes \mathfrak{E}$ such that $\Lambda(F)$ is the complex conjugate of $(T, F)$ for all $F$. In particular if $\mathfrak{t}$ is a subspace of $\mathfrak{a}^{(j)}$ defined by linear equations of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root of $\mathfrak{a}^{(j)}$ and $\mu$ is a complex number, if $\mathfrak{E}^{\prime}$ is another unitary space, and if $N$ is a linear transformation from $L(S(\mathfrak{s}), \mathfrak{E})$ to $S(\mathfrak{t}) \otimes E^{\prime}$ which is of finite degree, there is a unique linear transformation $N^{*}$ from $L\left(S(\mathfrak{t}), \mathfrak{E}^{\prime}\right)$ to $S(\mathfrak{s}) \otimes \mathfrak{E}$ such that $\left(N F, F^{\prime}\right)$ is the complex conjugate of $\left(N^{*} F^{\prime}, F\right)$ for all $F$ and $F^{\prime}$ and $N^{*}$ is of finite degree.

There is a unique isomorphism $Z \rightarrow p_{Z}$ of $S(\mathfrak{s})$ with a subalgebra of the algebra of polynomials on ${ }^{\dagger} \mathfrak{a}_{c}$ such that $p_{Y}(H)=\langle H, Y\rangle$ if $Y$ belongs to the orthogonal complement of $\widetilde{\mathfrak{s}}$. If $P$ belongs to $\{P\}^{(i)}, V$ is the corresponding element of $\{V\}$, and ${ }^{*} P$ is the cuspidal subgroup with split component ${ }^{*} \mathfrak{a}$ belonging to $P$ and if ${ }^{*} A$ is a split component of ${ }^{*} P$ there is a unique map of $S(\mathfrak{s}) \otimes \mathfrak{E}(V, W)$ into the space of functions on ${ }^{*} A T \backslash G$ such that the image of $Z \otimes \Phi$ is $p_{Z}\left({ }^{\dagger} H(g)\right) \Phi(g)$ if ${ }^{\dagger} H(g)$ is the projection of $H(g)$ on ${ }^{\dagger} \mathfrak{a}$. We denote the image of $T$ by $T(\cdot)$. If $\psi(g)$ belongs to ${ }^{2}(V, W)$ then we can represent $\psi(g)$ as a Fourier transform

$$
\psi(g)=\frac{1}{(2 \pi i)^{p}} \int_{\operatorname{Re} H=0} \exp \left(\left\langle{ }^{\dagger} H(g), H\right\rangle+\rho\left({ }^{\dagger} H(g)\right)\right) \Psi(g, H)|d H|
$$

where $\Psi(\cdot)$ is a holomorphic function on ${ }^{\dagger} \mathfrak{a}_{c}$ with values in $\mathfrak{E}(V, W)$ and $\psi(g, H)$ is the value of $\Psi(H)$ at $g$, and $p$ is the dimension of ${ }^{\dagger} \mathfrak{a}$. We shall need the formula

$$
\begin{equation*}
(T, d \Psi(-\bar{H}))=\int_{\dagger T \backslash^{*} M \times K} \exp \left(\left\langle{ }^{\dagger} H(m), H\right\rangle+\rho\left({ }^{\dagger} H(m)\right)\right) T(m) \bar{\psi}(m) d m d k \tag{7.a}
\end{equation*}
$$

for $H$ in ${ }^{\dagger} \mathfrak{a}_{c}$ and $T$ in $S(\mathfrak{s}) \otimes \mathfrak{E}(V, W)$. We need only verify it for $T=Z \otimes \Phi$. If $Y$ belongs to ${ }^{\dagger} \mathfrak{a}$ then the function $\psi(\exp Y m k)$ on $M \times K$ belongs to $\mathfrak{E}(V, W)$; call it $\Psi^{\prime}(Y)$. Then

$$
\Psi(H)=\int_{\dot{\star}_{\mathfrak{a}}} \exp (-\langle Y, H\rangle-\rho(Y)) \Psi^{\prime}(Y)|d Y|
$$

Consequently

$$
D\left(Z^{*}\right) \Psi(H)=\int_{\dagger_{\mathfrak{a}}} \exp (-\langle Y, H\rangle-\rho(Y)) p_{Z^{*}}(-Y) \Psi^{\prime}(Y)|d Y|
$$

Since the complex conjugate of $p_{Z^{*}}(-Y)$ is $p_{Z}(Y)$,

$$
\left(\Phi, D\left(Z^{*}\right) \Psi(-\bar{H})\right)
$$

is equal to

$$
\int_{\dagger_{\mathfrak{a}}} \omega^{2}(a) d a \int_{\Theta \backslash M} d m \int_{K} d k\left\{\exp (\langle Y, H\rangle+\rho(Y)) p_{Z}(Y) \Phi(m k) \bar{\psi}(\exp Y m k)\right\}
$$

or

$$
\int_{{ }^{\dagger} T \backslash^{*} M \times K} \exp \left(\left\langle{ }^{\dagger} H(m), H\right\rangle+\rho\left({ }^{\dagger} H(m)\right)\right)(Z \otimes \Phi)(m k) \bar{\psi}(m k) d m d k
$$

Suppose that $\mathfrak{t}$ is contained in $\mathfrak{S}$ and is also defined by equations of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root and $\mu$ is a complex number. There are a number of simple relations between $S(\mathfrak{s})$ and $S(\mathfrak{t})$ which we state now although they are not needed till later. Let $S_{0}(\mathfrak{t})$ be the symmetric algebra over the orthogonal complement of $\mathfrak{t}$ in $\mathfrak{s}$; then $S(\mathfrak{t})$ is isomorphic in a natural manner to $S_{0}(\mathfrak{t}) \otimes S(\mathfrak{s})$. If $F$ belongs to $L(S(\mathfrak{t}), \mathfrak{E})$ and $X_{0}$ belongs to $S_{0}(\mathfrak{t})$ let $X_{0} \vee F$ be that element of $L(S(\mathfrak{s}), \mathfrak{E})$ such that

$$
\left(X_{0} \vee F\right)(X)=F\left(X_{0} \otimes X\right)
$$

It is clear that $S(\mathfrak{t}) \otimes \mathfrak{E}$ is isomorphic to $S_{0}(\mathfrak{t}) \otimes(S(\mathfrak{s}) \otimes \mathfrak{E})$ and that if $T$ belongs to $S(\mathfrak{s}) \otimes \mathfrak{E}$ then

$$
\left(T, X_{0} \vee F\right)=\left(X_{0}^{*} \otimes T, F\right)
$$

If $F(\cdot)$ is a function defined in a neighbourhood of a point $H$ in ${ }^{\dagger} \mathfrak{a}$ with values in $L(S(\mathfrak{s}), \mathfrak{E})$ such that $F(\cdot)(X)$ is analytic at $H$ for all $X$ in $S(\mathfrak{s})$ we let $d F(H)$ be that element of $L(S(\mathfrak{t}), \mathfrak{E})$ such that

$$
d F(H)\left(X_{0} \otimes X\right)=D\left(X_{0}\right)(F(H)(X))
$$

It is clear that

$$
d(d \Phi)(H)=d \Phi(H)
$$

There is one more definition to make before we can begin to prove anything. Let $\mathfrak{s}$ be a subspace of $\mathfrak{a}^{(i)}$ as above and suppose that if * $P$ is any cuspidal subgroup belonging to an element of $\{P\}$ whose split component ${ }^{*} \mathfrak{a}$ is contained in $\widetilde{\mathfrak{s}}$ and $P$ is any element of ${ }^{*}\{P\}^{(i)}$ there is given a function $E(g, F, H)$ on

$$
{ }^{*} A^{*} T \backslash G \times L(S(\mathfrak{s}), \mathfrak{E}(V, W)) \times{ }^{\dagger} \mathfrak{s}
$$

Here ${ }^{\dagger} \mathfrak{s}$ is the projection of $\mathfrak{s}$ on the orthogonal complement of ${ }^{*} \mathfrak{a}$. The space $\mathfrak{s}$ together with this collection of functions will be called an Eisenstein system belonging to $\mathfrak{s}$ if the functions $E(\cdot, \cdot, \cdot)$ do not all vanish identically and the following conditions are satisified.
(i) Suppose ${ }^{*} P$ and a $P$ in ${ }^{*}\{P\}^{(i)}$ are given. For each $g$ in $G$ and each $F$ in

$$
L(S(\mathfrak{s}), \mathfrak{E}(V, W))
$$

the function $E(g, F, H)$ on ${ }^{\dagger} \mathfrak{s}$ is meromorphic. Moreover if $H_{0}$ is any point of ${ }^{\dagger} \mathfrak{s}$ there is a polynomial $p(H)$ which is a product of linear polynomials $\alpha(H)-\mu$, where $\alpha$ is a positive root of ${ }^{\dagger} \mathfrak{a}$ and $\mu$ is a complex number, and which does not vanish identically on ${ }^{\dagger} \mathfrak{s}$ and a neighbourhood $U$ of $H_{0}$ such that $p(H) E(g, F, H)$ is, for all $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$, a continuous function on ${ }^{*} A T \backslash G \times U$ which is analytic on $U$ for each fixed $g$ and such that if $\mathfrak{S}_{0}$ is a Siegel domain associated to a percuspidal subgroup $P_{0}$ of ${ }^{*} M$ and $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W)$ ), there are constants $c$ and $b$ such that

$$
|p(H) E(m k, F, H)| \leqslant c \eta^{b}\left(a_{0}(m)\right)
$$

for all $m$ in $\mathfrak{S}_{0}, k$ in $K$, and all $H$ in $U$. The function $E(g, F, H)$ is for each $g$ and $H$ a linear function of $F$ and there is an integer $n$ such that $E(g, F, H)$ vanishes for all $g$ and $H$ if the order of $F$ is greater than $n$.
(ii) If ${ }^{*} \mathfrak{a}$ is a distinguished subspace of $\mathfrak{a}^{(i)}$ which is contained in $\widetilde{\mathfrak{s}}$ and if $\mathfrak{a}^{(j)}$ contains ${ }^{*} \mathfrak{a}$ let ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ be the set of distinct linear transformations from $\mathfrak{s}$ into $\mathfrak{a}_{c}^{(j)}$ obtained by restricting the elements of ${ }^{\dagger} \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ to $\mathfrak{s}$. If $s$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ let

$$
\mathfrak{s}_{s}=\{-(\overline{s H}) \mid H \in \mathfrak{s}\} ;
$$

$\mathfrak{s}_{s}$ is a complex affine subspace of $\mathfrak{a}^{(j)}$. Suppose the cuspidal subgroup ${ }^{*} P$ with split component ${ }^{*} \mathfrak{a}$, the group $P$ in ${ }^{*}\{P\}^{(i)}$, and the group $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$ are given. Then for every $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ there is a function $N(s, H)$ on ${ }^{\dagger} \mathfrak{s}$ with values in the space of linear transformations from $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ to $S\left(\mathfrak{s}_{s}\right) \otimes \mathfrak{E}\left(V^{\prime}, W\right)$ such that for all $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ and all $F^{\prime}$ in $L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\prime}, W\right)\right)$ the function $\left(N(s, H) F, F^{\prime}\right)$ is meromorphic on ${ }^{\dagger} \mathfrak{s}$. If $H_{0}$ is a point of ${ }^{\dagger} \mathfrak{s}$ there is a polynomial $p(H)$ and a neighbourhood $U$ as before such that $p(N)\left(N(s, H) F, F^{\prime}\right)$ is analytic on $U$ for all $F$ and $F^{\prime}$. Moreover there is an integer $n$ such that $\left(N(s, H) F, F^{\prime}\right)$ vanishes identically if the order of $F$ or of $F^{\prime}$ is greater than $n$. Finally, if

$$
{ }^{\dagger} P^{\prime}={ }^{*} N \backslash P^{\prime} \cap{ }^{*} S
$$

then

$$
\begin{align*}
& \int_{{ }^{*} \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} E(n m k, F, H) d n  \tag{7.b}\\
&=\sum_{s \in \dagger \Omega^{(j)}(\mathfrak{s})} \exp \left(\left\langle{ }^{\dagger} H^{\prime}(m), s H\right\rangle+\rho\left({ }^{\dagger} H^{\prime}(m)\right)\right) N(s, H) F(m k)
\end{align*}
$$

provided both sides are defined. However, if $P^{\prime \prime}$ is a cuspidal subgroup to which * $P$ belongs and $P^{\prime \prime}$ does not belong to $\{P\}$ then the cuspidal component of

$$
\int_{* \Theta \cap^{\dagger} N^{\prime \prime} \backslash^{\dagger} N^{\prime \prime}} E(n m k, F, H) d n
$$

is zero.
(iii) Suppose ${ }^{*} P_{1}$, with split component ${ }^{*} \mathfrak{a}_{1}$, is a cuspidal subgroup belonging to some element of $\{P\}$ and ${ }^{*} P$, with split component ${ }^{*} \mathfrak{a}$, is a cuspidal subgroup belonging to ${ }^{*} P_{1}$ and suppose $\widetilde{\mathfrak{s}}$ contains ${ }^{*} \mathfrak{a}_{1}$. If $P$ belongs to ${ }^{*}\{P\}_{1}^{(i)}$ and hence to ${ }^{*}\{P\}^{(i)}$ and $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ then $E_{1}(\cdot, F, \cdot)$ and $E(\cdot, F, \cdot)$ are functions on ${ }^{*} A_{1}{ }^{*} T_{1} \backslash G \times{ }^{\dagger} \mathfrak{s}_{1}$ and ${ }^{*} A * T \backslash G \times{ }^{\dagger} \mathfrak{s}$ respectively. If $H$ belongs to ${ }^{\dagger} \mathfrak{s}$ let $H=H^{*}+{ }^{\dagger} H$ where ${ }^{*} H$ belong to the complexification of the orthogonal complement of ${ }^{*} \mathfrak{a}$ in ${ }^{*} \mathfrak{a}_{1}$ and ${ }^{\dagger} H$ belongs to ${ }^{\dagger} \mathfrak{s}_{1}$; if $H$ belongs to

$$
\bigcup_{* \mathfrak{a}_{1} \subseteq \mathfrak{a}^{(j)}} \bigcup_{s \in \Omega^{\dagger}\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} s^{-1}\left({ }^{\dagger} U^{(j)}\right)
$$

then

$$
\begin{equation*}
E(g, F, H)=\sum_{{ }^{*} \Delta_{1} \backslash{ }^{*} \Delta} \exp \left(\left\langle{ }^{*} H_{1}(\gamma g),{ }^{*} H\right\rangle+\rho_{0}\left({ }^{*} H_{1}(\gamma g)\right)\right) E_{1}\left(\gamma g, F,{ }^{\dagger} H\right) \tag{7.c}
\end{equation*}
$$

if $E_{1}(\cdot, F, \cdot)$ is analytic at ${ }^{\dagger} H$. Here $\rho_{0}\left({ }^{*} H(g)\right)$ is the value of $\rho$ at the projection of ${ }^{*} H_{1}(g)$ on the orthogonal complement of ${ }^{*} \mathfrak{a}$. The convergence of (7.c) is implied by
the remarks following the proof of Lemma 4.1. Moreover if $P^{\prime}$ belongs to ${ }^{*}\{P\}_{1}^{(j)}$ and $s$ belongs to ${ }^{\dagger} \Omega_{1}^{(j)}(\mathfrak{s})$ then

$$
N(s, H)=N_{1}\left(s,{ }^{\dagger} H\right)
$$

(iv) Suppose ${ }^{*} P_{1}$ and ${ }^{*} P_{2}$ are cuspidal subgroups with the split component ${ }^{*} \mathfrak{a}$ which both belong to elements of $\{P\}$ and suppose $\widetilde{\mathfrak{s}}$ contains ${ }^{*} \mathfrak{a}$. Suppose $P_{1}$ belongs to ${ }^{*}\{P\}_{1}^{(i)}$ and $P_{2}$ belongs to ${ }^{*}\{P\}_{2}^{(i)}$ and suppose there is a $\gamma$ in $\Gamma$ such that $\gamma^{*} P_{1}={ }^{*} P_{2} \gamma$ and $\gamma P_{1}=P_{2} \gamma$. If $H$ belongs to ${ }^{\dagger} \mathfrak{s}$ let $D(H)$ be the map from $\mathfrak{E}\left(V_{1}, W\right)$ to $\mathfrak{E}\left(V_{2}, W\right)$ and $D$ be the map from functions on ${ }^{*} A_{1}{ }^{*} T_{1} \backslash G$ to the functions on ${ }^{*} A_{2}{ }^{*} T_{2} \backslash G$ which were defined in Section 4; then if $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$

$$
\begin{equation*}
D E_{1}(g, F, H)=E_{2}(g, d D(H) F, H) \tag{7.d}
\end{equation*}
$$

Moreover if $P_{1}^{\prime}$ and $P_{2}^{\prime}$ belong to ${ }^{*}\{P\}_{1}^{(j)}$ and ${ }^{*}\{P\}_{2}^{(j)}$ respectively and there is a $\delta$ in $\Gamma$ with

$$
\delta P_{1}^{\prime}=P_{2}^{\prime} \delta
$$

and

$$
\delta^{*} P_{1}={ }^{*} P_{2} \delta
$$

so that the map $D(H)$ from $\mathfrak{E}\left(V_{1}^{\prime}, W\right)$ to $\mathfrak{E}\left(V_{2}^{\prime}, W\right)$ is defined for all $H$ in ${ }^{\dagger} \mathfrak{s}$ and if $s$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ then

$$
\begin{equation*}
\left(N_{1}(s, H) F, F^{\prime}\right)=\left(N_{2}(s, H)(d D(H) F), d D(-s \bar{H}) F^{\prime}\right) \tag{7.e}
\end{equation*}
$$

for all $F$ and $F^{\prime}$.
(v) If $k$ is in $K$ then

$$
\lambda(k) E(g, F, H)=E(g, \lambda(k) F, H)
$$

and if $f$ belongs to $\mathcal{C}(W, W)$ then

$$
\lambda(f) E(g, F, H)=E(g, d(\pi(f, H)) F, H)
$$

Suppose that $\mathfrak{s}=\mathfrak{a}^{(i)}$. Then $S(\mathfrak{s})$ is just the space of constants so that, for all $P$ in $\{P\}^{(i)}$, the map $F \rightarrow F(1)$ defines an isomorphism of $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ with $\mathfrak{E}(V, W)$. If ${ }^{*} P$ is a cuspidal subgroup with split component ${ }^{*} \mathfrak{a}$ which belongs to some element of $\{P\}$, if ${ }^{*} \mathfrak{a}$ is contained in $\mathfrak{a}^{(i)}$, if $P$ belongs to ${ }^{*}\{P\}^{(i)}$, and if $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ we let

$$
E(g, F, H)=\sum_{\Delta \backslash^{*} \Delta} \exp \left(\langle H(\gamma g), H\rangle+\rho_{0}(H(\gamma g))\right) \Phi(\gamma g)
$$

if $H$ belongs to ${ }^{\dagger} \mathfrak{A}^{(i)}$. Here $\Phi=F(1)$ and $\rho(H(g))$ is the value of $\rho$ at the projection of $H(g)$ on the orthogonal complement of $\mathfrak{a}$. This collection of functions certainly defines an Eisenstein system and, as remarked before, all the other Eisenstein systems of interest to us will be obtained from systems of this type by taking residues. Let us see explicitly how this is done.

Suppose that $\mathfrak{s}$ is a subspace of $\mathfrak{a}=\mathfrak{a}^{(i)}$ defined by equations of the same form as before and suppose that $\phi(\cdot)$ is a function meromorphic on all of $\mathfrak{s}$ whose singularities lie along hyperplanes of the form $\alpha(H)=\mu$ where $\alpha$ is a real linear function $\mathfrak{a}$ and $\mu$ is a complex number. Suppose we have a hyperplane $\mathfrak{t}$, not necessarily a singular hyperplane of $\phi(\cdot)$, of this
form and suppose we choose a real unit normal $H_{0}$ to $\mathfrak{t}$. Then we can define a meromorphic function $\operatorname{Res}_{\mathfrak{t}} \phi(\cdot)$ on $\mathfrak{t}$ by

$$
\underset{\mathfrak{t}}{\operatorname{Res}} \phi(H)=\frac{\delta}{2 \pi i} \int_{0}^{1} \phi\left(H+\delta e^{2 \pi i \Theta} H_{0}\right) d\left(e^{2 \pi i \Theta}\right)
$$

if $\delta$ is so small that $\phi\left(H+z H_{0}\right)$ has no singularities for $0<|z|<2 \delta$. It is easily verified that the singularities of $\operatorname{Res}_{\mathfrak{t}} \phi(\cdot)$ lie on the intersections with $\mathfrak{t}$ of the singular hyperplanes of $\phi(\cdot)$ different from $\mathfrak{t}$. Now suppose we have an Eisenstein system $\{E(\cdot, \cdot, \cdot)\}$ belonging to $\mathfrak{s}$ and suppose $\mathfrak{t}$ is a hyperplane of $\mathfrak{s}$ defined by an equation of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root of $\mathfrak{a}$. We now define an Eisenstein system belonging to $\mathfrak{t}$. Suppose that ${ }^{*} P$ is a cuspidal subgroup belonging to some element of $\{P\}$ and suppose that the split component ${ }^{*} \mathfrak{a}$ of ${ }^{*} P$ is contained in $\widetilde{\mathfrak{t}}$. Then ${ }^{*} \mathfrak{a}$ is also contained in $\widetilde{\mathfrak{s}}$ so that if $P$ belongs to ${ }^{*}\{P\}^{(i)}$ there is a function $E(\cdot, \cdot, \cdot)$ defined on

$$
{ }^{*} A^{*} T \backslash G \times L(S(\mathfrak{s}), \mathfrak{E}(V, W)) \times{ }^{\dagger} \mathfrak{s} .
$$

If $g$ is in $G$ and $\Phi(\cdot)$ is a function on $\mathfrak{a}_{c}$ with values in $\mathfrak{E}(V, W)$ which is defined and analytic in a neighbourhood of $H$ in ${ }^{\dagger} \mathfrak{a}^{(i)}$ then $\operatorname{Res}_{\dagger_{\mathfrak{t}}} E(g, d \Phi(\cdot), \cdot)$ is defined in a neighbourhood of $H$ in $\mathfrak{t}$. Let

$$
d \Phi\left(H+z H_{0}\right)=\sum_{x=0}^{\infty} \frac{z^{x}}{x!} d\left(D\left(H_{0}^{x}\right) \Phi(H)\right)
$$

and let

$$
E\left(g, F, H+z H_{0}\right)=\sum_{y=-\infty}^{\infty} z^{y} E_{y}(g, F, H)
$$

if $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$. Of course only a finite number of terms with negative $y$ actually occur. Then

$$
\operatorname{Res}_{\dagger_{\mathrm{t}}} E(g, d \Phi(H), H)=\sum_{x+y=-1} \frac{1}{x!} E_{y}\left(g, d\left(D\left(H_{0}^{x}\right) \Phi(H)\right), H\right)
$$

If $F$ belongs to $L(S(\mathfrak{t}), \mathfrak{E}(V, W))$ we set

$$
\operatorname{Res}_{\mathfrak{t}} E(g, F, H)=\sum_{x+y=-1} \frac{1}{x!} E_{y}\left(g, H_{0}^{x} \vee F, H\right)
$$

We must verify that the collection of functions of $\operatorname{Res}_{t} E(\cdot, \cdot, \cdot)$ is an Eisenstein system belonging to $\mathfrak{t}$. Condition (i) is easily verified. If * $P$ and $P$ are as above and if $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ then

$$
\int_{{ }^{*} \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} \operatorname{Res}_{\mathfrak{t}} E(n m k, F, H)=\sum_{x+y=-1} \frac{1}{x!} \int_{{ }^{*} \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} E_{y}\left(n m k, H_{0}^{k} \vee F, H\right) d n
$$

Suppose that, for $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$,

$$
N\left(s, H+z H_{0}\right)=\sum_{v=-\infty}^{\infty} z^{v} N_{v}(s, H)
$$

then

$$
\int_{{ }^{*} \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} E_{y}\left(n m k, H_{0}^{x} \vee F, H\right) d n
$$

is equal to the sum over $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ of

$$
\exp \left(\left\langle{ }^{\dagger} H^{\prime}(m), s H\right\rangle+\rho\left({ }^{\dagger} H^{\prime}(m)\right)\right) \sum_{u+v=y} \frac{1}{u!}\left\langle{ }^{\dagger} H^{\prime}(m), s H_{0}\right\rangle^{u}\left(N_{v}(s, H)\left(H_{0}^{x} \vee F\right)\right)(m k)
$$

If for $t$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{t})$ we take $\operatorname{Res}_{\mathfrak{t}} N(t, H)$ be that linear transformation from $L(S(\mathfrak{t}), \mathfrak{E}(V, W))$ to $S\left(\mathfrak{t}_{t}\right) \otimes \mathfrak{E}\left(V^{\prime}, W\right)$, where

$$
\mathfrak{t}_{t}=\{-(\overline{t H}) \mid H \in \mathfrak{t}\}
$$

which sends $F$ in $L(S(\mathfrak{t}), \mathfrak{E}(V, W))$ to

$$
\sum_{s} \sum_{x+y+v=-1} \frac{1}{x!u!}\left(s H_{0}\right)^{u} \otimes N_{v}(s, H)\left(H_{0}^{x} \vee F\right),
$$

where the outer sum is over those $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ whose restriction to $\mathfrak{t}$ equals $t$, then

$$
\int_{* \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} \operatorname{Res}_{t} E(n m k, F, H) d n
$$

is equal to

$$
\sum_{t \in \Omega^{\dagger} \Omega^{(j)}(\mathfrak{t})} \exp \left(\left\langle{ }^{\dagger} H^{\prime}(m), t H\right\rangle+\rho\left({ }^{\dagger} H^{\prime}(m)\right)\right)\left(\operatorname{Res}_{\mathfrak{t}} N(t, H) F\right)(m k)
$$

It is now an easy matter to complete the verification of condition (ii). It should be remarked that if $\Phi(\cdot)$ is a function with values in $\mathfrak{E}(V, W)$ which is defined and analytic in a neighbourhood of $H$ in ${ }^{\dagger} \mathfrak{a}^{(i)}$ and if $\Psi(\cdot)$ is a function with values in $\mathfrak{E}\left(V^{\prime}, W\right)$ which is defined and analytic in an open set of ${ }^{\dagger} \mathfrak{a}^{(j)}$ containing

$$
\left\{-s \bar{H} \mid s \in^{\dagger} \Omega^{(j)}(\mathfrak{s})\right\}
$$

then

$$
\operatorname{Res}_{\dagger_{\mathrm{t}}}\left\{\sum_{s \in \uparrow_{\Omega^{(j)}(\mathfrak{s})}}(N(s, H) d \Phi(H), d \Psi(-s \bar{H}))\right\}
$$

is equal to

$$
\sum_{t \in \boldsymbol{\Lambda}^{(k)}(\mathfrak{t})} \operatorname{Res}_{\mathfrak{t}}(N(t, H) d \Phi(H), d \Psi(-s \bar{H}))
$$

The conditions of (iii), (iv), and (v) are also verified easily.
There is a lemma which should be proved before we leave the subject of residues. It appears rather complicated because it is stated in such a form that it is directly applicable in the proof of Theorem 7.1, which is the only place it is used; however, it is essentially a simple consequence of the usual residue theorem. If $\mathfrak{s}$ is a subspace of $\mathfrak{a}=\mathfrak{a}^{(i)}$, for some $i$ with $1 \leqslant i \leqslant r$, defined by the equations of the usual form and if $\{E(\cdot, \cdot, \cdot)\}$ is an Eisenstein system belonging to $\mathfrak{s}$ then a hyperplane $\mathfrak{t}$ of $\mathfrak{s}$ will be called a singular hyperplane of the Eisenstein system if there is a cuspidal subgroup * $P$ whose split component ${ }^{*} \mathfrak{a}$ is contained in $\mathfrak{t}$ and a cuspidal subgroup $P$ contained in ${ }^{*}\{P\}^{(i)}$ such that the projection of $\mathfrak{t}$ on ${ }^{\dagger} \mathfrak{s}$ is either a singular hyperplane of $E(\cdot, F, H)$ for some $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ or a singular hyperplane of $\left(N(s, H) F, F^{\prime}\right)$ for some $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$, some $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, some $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$, and
some $F^{\prime}$ in $L\left(S(\mathfrak{s}), \mathfrak{E}\left(V^{\prime}, W\right)\right)$. Only a finite number of singular hyperplanes of the Eisenstein system meet each compact subset of $\mathfrak{s}$. Let

$$
\widehat{\mathfrak{s}}=X(\mathfrak{s})+(\widetilde{\mathfrak{s}} \cap \mathfrak{a})
$$

If $Z$ is a point in $\widehat{\mathfrak{s}}$ and $a$ is a positive number or infinity let

$$
U(\mathfrak{s}, Z, a)=\{Z+i H \mid H \in \widetilde{\mathfrak{s}} \cap \mathfrak{a},\|H\|<a\}
$$

and if ${ }^{*} \mathfrak{a}$ is a distinguished subspace of $\mathfrak{a}$ which is contained in $\widetilde{\mathfrak{s}}$ let $U\left({ }^{\dagger} \mathfrak{s}, Z, a\right)$ be the projection of $U(\mathfrak{s}, Z, a)$ on ${ }^{\dagger} \mathfrak{s}$. Let $a$ be a positive number and let $Z_{1}$ and $Z_{2}$ be two distinct points in $\widehat{\mathfrak{s}}$. If $0 \leqslant x \leqslant 1$ let

$$
Z(x)=x Z_{1}+(1-x) Z_{2}
$$

and suppose that there is a number $x_{0}$ with $0<x_{0}<1$ such that no singular hyperplane of the Eisenstein system meets the closure of $U(\mathfrak{s}, Z(x), a)$ if $x \neq x_{0}$ and such that any singular hyperplane which meets the closure of $U\left(\mathfrak{s}, Z\left(x_{0}\right), a\right)$ is defined by an equation of the form $\left\langle H, Z_{2}-Z_{1}\right\rangle=\mu$ where $\mu$ is a complex number. If ${ }^{*} P, P, P^{\prime}$ and $\mathfrak{s}$ are given we want to consider

$$
\begin{equation*}
\frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}}, Z_{2}, a\right)} E(g, d \Phi(H), H) d H-\frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}}, Z_{1}, a\right)} E(g, d \Phi(H), H) d H \tag{7.f}
\end{equation*}
$$

as well as the sum over $s$ in $\Omega^{(j)}(\mathfrak{s})$ of

$$
\begin{align*}
& \frac{1}{(2 \pi i)^{m}}\left\{\int_{U\left(\dagger_{\left.\mathfrak{s}, Z_{2}, a\right)}\right.}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H\right.  \tag{7.g}\\
&\left.-\int_{U\left(\dagger_{\left.\mathfrak{s}, Z_{1}, a\right)}\right.}(N(s, H), d \Phi(H), d \Psi(-s \bar{H})) d H\right\}
\end{align*}
$$

The function $\Phi(H)$ is a function with values in $\mathfrak{E}(V, W)$ that is defined and analytic in a neighbourhood of the closure of $\bigcup_{0 \leqslant x \leqslant 1} U\left({ }^{\dagger} \mathfrak{s}, Z, a\right)$ in ${ }^{\dagger} \mathfrak{a}^{(i)}$ and $\Psi(H)$ is a function with values in $\mathfrak{E}\left(V^{\prime}, W\right)$ which is defined and analytic in a neighbourhood of

$$
\bigcup_{s \in \dagger \Omega^{(j)}(\mathfrak{s})} \bigcup_{0 \leqslant x \leqslant 1} U\left(^{\dagger} \mathfrak{s}_{s},-s \bar{Z}, a\right)
$$

in ${ }^{\dagger} \mathfrak{a}^{(j)}$. The dimension of ${ }^{\dagger} \mathfrak{s}$ is $m$.
Choose coordinates $z=\left(z_{1}, \ldots, z_{m}\right)$ on ${ }^{\dagger} \mathfrak{s}$ such that $H(z)$ belongs to $\widehat{\mathfrak{s}}$ if and only if $z$ is real, such that

$$
\langle H(z), H(w)\rangle=\sum_{k=1}^{m} z_{k} w_{k}
$$

such that ${ }^{\dagger} Z_{1}$, the projection of $Z_{1}$ on ${ }^{\dagger} \mathfrak{s}$, is equal to $H(0, \ldots, 0)$, and such that ${ }^{\dagger} Z_{2}=$ $H(0, \ldots, 0, c)$ with some positive number $c$. Set $w=(0, \ldots, c)$. If $a^{\prime}=\left(a^{2}-\|\operatorname{Im} X(\mathfrak{s})\|^{2}\right)^{1 / 2}$ the above differences are equal to

$$
\begin{equation*}
\left(\frac{1}{2 \pi}\right)^{m} \int_{|y|<a^{\prime}} \phi(w+i y) d y_{1} \cdots d y_{m}-\left(\frac{1}{2 \pi}\right)^{m} \int_{|y|<a^{\prime}} \phi(i y) d y_{1} \cdots d y_{m} \tag{7.h}
\end{equation*}
$$

with $\phi(z)$ equal to $E(g, d \Phi(H(z)))$ or to

$$
\sum_{s \in \mathcal{I}^{(j)}(\mathfrak{s})}(N(s, H(z)) d \Phi(H(z)), d \Psi(-s H(\bar{z})))
$$

Choose $b>a^{\prime}$ so that no singular hyperplane of $\phi(\cdot)$ intersects

$$
\left\{\left.\left(i y_{1}, \ldots, i y_{m-1}, x+i y_{m}\right)\left|\sum_{k=1}^{m}\right| y_{i}\right|^{2}<b^{2}, 0 \leqslant x \leqslant c, x \neq x_{0} c\right\}
$$

and so that any singular hyperplane which intersects

$$
\left\{\left.\left(i y_{1}, \ldots, i y_{m-1}, x_{0} c+i y_{m}\right)\left|\sum_{k=1}^{m}\right| y_{k}\right|^{2}<b^{2}\right\}
$$

is defined by an equation of the form $z_{m}=\mu$. Choose, in the $m-1$-dimensional coordinate space, a finite set of half-open rectangles $J^{(\ell)}, 1 \leqslant \ell \leqslant n$, defined by

$$
\alpha_{k}^{(\ell)}<y_{k}<\beta_{k}^{(\ell)}, \quad 1 \leqslant k \leqslant m-1
$$

and for each $\ell$ a positive number $\gamma^{\ell}$ such that

$$
\bigcup_{\ell=1}^{n}\left\{\left(y_{1}, \ldots, y_{m-1}, y_{m}\right)\left|\left(y_{1}, \ldots, y_{m-1}\right) \in J^{\ell},\left|y_{m}\right|<\gamma^{\ell}\right\}\right.
$$

contains the closed ball of radius $a^{\prime}$ and is contained in the open ball of radius $b$. The expression (7.h) differs from

$$
\begin{equation*}
\sum_{\ell=1}^{n} \frac{1}{(2 \pi)^{m-1}} \int_{\alpha_{1}^{\ell}}^{\beta_{1}^{\ell}} d y_{1} \cdots \int_{\alpha_{m-1}^{\ell}}^{\beta_{m-1}^{\ell}} d y_{m-1} \frac{1}{2 \pi i}\left\{\int_{c-i \gamma^{k}}^{c+i \gamma^{k}}-\int_{-i \gamma^{k}}^{i \gamma^{k}} \phi\left(i y_{1}, \ldots, i y_{m-1}, z_{m}\right) d z_{m}\right\} \tag{7.i}
\end{equation*}
$$

by the sum of two integrals. Each of these integals is of the form

$$
\begin{equation*}
\frac{1}{(2 \pi i)^{m}} \int_{Y} \phi(z) d z_{1} \wedge \cdots \wedge d z_{m} \tag{7.k}
\end{equation*}
$$

where $U$ is an open subset of a real oriented subspace of the coordinate space which is of dimension $m$ and is contained in

$$
\left\{z=\left(z_{m}, \ldots, z_{m}\right) \mid\|\operatorname{Im} z\|>a^{\prime}\right\} .
$$

If $z_{m}=\mu_{j}, 1 \leqslant j \leqslant p$ are the singular hyperplanes of $\phi(z)$ which meet

$$
\left\{\left.\left(i y_{1}, \ldots, i y_{m-1}, x_{0} c+i y_{m}\right)\left|\sum_{i=1}^{m}\right| y_{i}\right|^{2}<b\right\}
$$

and $\phi_{j}\left(z_{1}, \ldots, z_{m-1}\right)$ is the residue of $\phi\left(z_{1}, \ldots, z_{m-1}, z_{m}\right)$ at $\mu_{j}$ the sum (7.i) differs from

$$
\sum_{j=1}^{p} \sum_{\ell=1}^{n} \frac{1}{(2 \pi)^{m-1}} \int_{J^{\ell}} \phi_{j}\left(i y_{1}, \ldots, i y_{m-1}\right) d y_{1} \cdots d y_{m-1}
$$

by an integral of the form (7.k). The latter sum differs from

$$
\sum_{j=1}^{p} \frac{1}{(2 \pi)^{m-1}} \int_{|y|<a_{j}^{\prime}} \phi_{j}\left(i y_{1}, \ldots, i y_{m-1}\right) d y_{1} \cdots d y_{m-1}
$$

with $a_{j}^{\prime}=\left(\left(a^{\prime}\right)^{2}-\left(\operatorname{Im} \mu_{j}\right)^{2}\right)^{1 / 2}$ by a sum of the form

$$
\sum_{j=1}^{p} \frac{1}{(2 \pi i)^{m-1}} \int_{U_{j}} \phi_{j}(z) d z_{1} \wedge \cdots \wedge d z_{m-1}
$$

where $U_{j}$ is an open subset of a real oriented subspace of dimension $m-1$ of the hyperplane $z_{m}=\mu_{j}$ which is contained in

$$
\left\{z=\left(z_{1}, \ldots, z_{m-1}, z_{m}\right) \mid\|\operatorname{Im} z\|>a^{\prime}\right\} .
$$

Let $\mathfrak{t}_{1}, \ldots, \mathfrak{t}_{n}$ be the singular hyperplanes of the Eisenstein system which meet the closure of $U\left(\mathfrak{s}, Z\left(x_{0}\right), a\right)$. If none of the $\widetilde{\mathfrak{t}}_{\ell}, 1 \leqslant \ell \leqslant n$ contain ${ }^{*} \mathfrak{a}$ then the expression (7.f) is equal to a sum of integrals of the form

$$
\frac{1}{(2 \pi i)^{m^{\prime}}} \int_{U^{\prime}} E^{\prime}(g, d \Phi(H), H) d H
$$

where $U^{\prime}$ is an open subset of some real subspace of dimension $m^{\prime}$ of the space ${ }^{\dagger} \mathfrak{t}$, the projection on ${ }^{\dagger} \mathfrak{a}^{(i)}$ of $\mathfrak{t}$, which is $\mathfrak{s}$ itself or a singular hyperplane of the Eisenstein system such that $\widetilde{\mathfrak{t}}$ contains ${ }^{*} \mathfrak{a}$, and is contained in $\{H \mid\|\operatorname{Im} H\|>a\}$ and $E^{\prime}(\cdot, \cdot, \cdot)$ is $E(\cdot, \cdot, \cdot)$ or $\operatorname{Res}_{\mathfrak{t}} E(\cdot, \cdot, \cdot)$. If ${ }^{*} \mathfrak{a}$ is contained in one, and hence all, of the $\widetilde{\mathfrak{t}}_{\ell}$ then the expression (7.f) differs from

$$
\sum_{\ell=1}^{m} \frac{1}{(2 \pi i)^{m-1}} \int_{U\left(\dagger_{\ell}, W_{\ell}, a\right)} \operatorname{Res}_{\mathfrak{t}_{\ell}} E(g, d \Phi(H), H) d H
$$

where $W_{\ell}$ is a point in $X\left(\mathfrak{t}_{\ell}\right)+\left(\mathfrak{t}_{\ell} \cap \mathfrak{a}^{(i)}\right)$ such that $\operatorname{Re} W_{\ell}$ is in the convex hull of $\operatorname{Re} Z_{1}$ and $\operatorname{Re} Z_{2}$, by a sum of integrals of the form (7.l). A similar assertion is valid for the expression 7.g. The last sum is replaced by

$$
\sum_{\ell=1}^{n} \sum_{t \in \AA^{\dagger} \Omega^{(j)}\left(\mathfrak{t}_{\ell}\right)} \frac{1}{(2 \pi i)^{m-1}} \int_{U\left({ }^{\dagger} \mathfrak{t}_{\ell}, W_{\ell}, a\right)}\left(\underset{\mathfrak{t}}{ } \operatorname{Res}_{\mathfrak{t}} N(t, H) d \Phi(H), d \Psi(-t \bar{H})\right) d H
$$

and the integrals (7.l) are replaced by

$$
\begin{equation*}
\frac{1}{(2 \pi i)^{m^{\prime}}} \int_{U^{\prime}}\left(N^{\prime}(t, H) d \Phi(H), d \Psi(-t \bar{H})\right) d H \tag{7.m}
\end{equation*}
$$

with $t$ in ${ }^{\dagger} \Omega^{(j)}\left(\mathfrak{t}^{\prime}\right)$ and $N^{\prime}(t, H)$ equal to $N(t, H)$ if $t^{\prime}=s$ and to $\operatorname{Res}_{\mathfrak{t}^{\prime}} N(t, H)$ if $\mathfrak{t}^{\prime}$ is a singular hyperplane. The lemma we need is a refinement of these observations. In stating it we keep to our previous notation.

Lemma 7.1. Suppose that for every positive number a there is given a non-empty open convex subset $V(a)$ of

$$
X(\mathfrak{s})=\left(\widetilde{\mathfrak{s}} \cap \mathfrak{a}^{(1)}\right)
$$

such that no singular hyperplane intersects the closure of $U(\mathfrak{s}, W, a)$ if $W$ belongs to $V(a)$ and such that $V\left(a_{1}\right)$ contains $V\left(a_{2}\right)$ if $a_{1}$ is less that $a_{2}$. Let $Z$ be a given point in $X(\mathfrak{s})+\left(\widetilde{\mathfrak{s}} \cap \mathfrak{a}^{(i)}\right)$ and if $W$ belongs to $X(\mathfrak{s})+\left(\widetilde{\mathfrak{s}} \cap \mathfrak{a}^{(i)}\right)$ let

$$
W(x)=(1-x) Z+x W
$$

Then there is a subset $T$ of the set $S$ of singular hyperplanes, and for each $\mathfrak{t}$ in $T$ a distinguished unit normal, and for each $a>0$ a non-empty open convex subset $W(a)$ of $V(a)$, and, for each $\mathfrak{t}$, a non-empty open convex subset $V\left(\mathfrak{t}\right.$, a) of $\left.X(\mathfrak{t})+\widetilde{\mathfrak{t}} \cap \mathfrak{a}^{(i)}\right)$ such that, for any ${ }^{*} P, P$, and $P^{\prime}$ such that $\widetilde{\mathfrak{s}}$ contains ${ }^{*} \mathfrak{a}$, any $W$ in $V(a)$, any choice of $W(\mathfrak{t})$ in $V(\mathfrak{t}, a)$, and any $\varepsilon>0$ such that no element of $T$ meets the closure of $U(\mathfrak{s}, W(x), a)$ if $0<x \leqslant \varepsilon$, the difference between

$$
\frac{1}{(2 \pi i)^{m}} \int_{U\left({ }^{\dagger} \mathfrak{s}, W, a\right)} E(g, d \Phi(H), H) d H
$$

and, if $0<x \leqslant \varepsilon$,

$$
\begin{aligned}
& \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, W(x), a)}\right.} E(g, d \Phi(H), H) d H \\
&+\sum \frac{1}{(2 \pi i)^{m-1}} \int_{U\left(\dagger^{\dagger}, W(\mathfrak{t}), a\right)} \operatorname{Res}_{\mathfrak{t}} E(g, d \Phi(H), H) d H
\end{aligned}
$$

is a sum of integrals of the form (7.e). In the above expression the second sum is over those $\mathfrak{t}$ in $T$ such that $\widetilde{\mathfrak{t}}$ contains ${ }^{*} \mathfrak{a}$. Moreover the difference between

$$
\sum_{s \in \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}}, W, a\right)}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H
$$

and the sum of

$$
\sum_{s \in^{\dagger} \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, W(x), a)}\right.}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H
$$

and

$$
\sum \sum_{t \in \dagger \Omega^{(j)}(t)} \frac{1}{(2 \pi i)^{m-1}} \int_{U\left({ }^{\dagger}, W(\mathfrak{t}), a\right)}\left(\operatorname{Res}_{\mathfrak{t}} N(t, H) d \Phi(H), d \Psi(-t \bar{H})\right) d H
$$

is a sum of integrals of the form (7.m). The sets $U^{\prime}$ appearing in the integrals of the form (7.e) and (7.m) can be taken to be such that $\left\{\operatorname{Re} H \mid H \in U^{\prime}\right\}$ lies in the convex hull of $\operatorname{Re} Z$ and $\{\operatorname{Re} H \mid H \in V(a)\}$. The sets $V(\mathfrak{t}, a)$ can be chosen so that $\{\operatorname{Re} H \mid H \in V(\mathfrak{t}, a)\}$ lies in the interior of the convex hull of $\operatorname{Re} Z$ and $\{\operatorname{Re} H \mid H \in V(a)\}$, and so that $V\left(\mathfrak{t}, a_{1}\right)$ contains $V\left(\mathfrak{t}, a_{2}\right)$ if $a_{1}$ is less that $a_{2}$, and no singular hyperplane of the Eisenstein system belonging to $\mathfrak{t}$ meets the closure of $U(\mathfrak{t}, W, a)$ if $W$ lies in $V(\mathfrak{t}, a)$. If no singular hyperplane meets the closure of $U(\mathfrak{s}, Z, a)$ the conclusions are valid when $x=0$.

We have not troubled to be explicit about the conditions on the functions $\Phi(\cdot)$ and $\Psi(\cdot)$. They will become clear. Replacing $V(a)$ by $V(N(a))$ where $N(a)$ is the integer such that

$$
N(a)-1<a \leqslant N(a)
$$

we can suppose that

$$
V(a)=V(N(a))
$$

Let $P(a)$ be the set of hyperplanes of $\widehat{\mathfrak{s}}$ which are the projections on $\widehat{\mathfrak{s}}$ of those elements of $S$ which meet $\{H \mid\|\operatorname{Im} H\| \leqslant a\}$. If $N$ is a positive integer the set of points $W$ in $V(N)$ such that the interior of the segment joining $Z$ and $W$ does not contain a point belonging to two distinct hyperplanes in $P(N)$ is a non-empty open subset of $V(N)$. Let $W(N)$ be a non-empty convex open subset of this set and let

$$
W(a)=W(N(a))
$$

if $a>0$. If the sets are chosen inductively it can be arranged that $W\left(N_{1}\right)$ contains $W\left(N_{2}\right)$ if $N_{1}$ is less than $N_{2}$. Let $T(a)$ be the set of singular hyperplanes whose projection on $\widehat{\mathfrak{s}}$ separates $Z$ and $W(a)$ and let

$$
T=\bigcup_{a>0} T(a)
$$

If $\mathfrak{t}$ belongs to $T$ and $\mathfrak{t}$ intersects

$$
\{H \mid\|\operatorname{Im} H\| \leqslant a\}
$$

so that $\mathfrak{t}$ belongs to $T(a)$ let $V(\mathfrak{t}, a)$ be the inverse image in $\widehat{\mathfrak{t}}$ of the intersection of the projection of $\mathfrak{t}$ on $\widehat{\mathfrak{s}}$ with the convex hull of $Z$ and $W(a)$; let the distinguished normal to $\mathfrak{t}$ be the one which points in the direction of $W(a)$. If $\mathfrak{t}$ does not intersect $\{H \mid\|\operatorname{Im} H\| \leqslant a\}$ let $b$ be the smallest number such that $\mathfrak{t}$ intersects $\{H \mid\|\operatorname{Im} H\| \leqslant b\}$ and set

$$
V(\mathfrak{t}, a)=V(\mathfrak{t}, b)
$$

In proving the lemma it may be assumed that $W(\mathfrak{t})$ is the inverse image in $\widehat{\mathfrak{t}}$ of the intersection of the projection of $\mathfrak{t}$ on $\widehat{\mathfrak{s}}$ with the line joining $Z$ and $W$. Choosing a polygonal path $Z_{0}, Z_{1}, \ldots, Z_{n}$ from $W(x)$ to $W$ which lies in the convex hull of $Z$ and $W(a)$, which meets no element of $P(a)$ except the projections of the elements of $T(a)$ and these only once and in the same point as the lines joining $Z$ and $W$, and which is such that no point $Z_{j}$, $1 \leqslant j \leqslant n$ lies on any element of $P(a)$ and such that any line segment of the path crosses at most one element of $P(a)$ and crosses that in a normal direction, and observing that the difference between the integrals over $U\left({ }^{\dagger} \mathfrak{s}, W, a\right)$ and $U\left({ }^{\dagger} \mathfrak{s}, W(x), a\right)$ is equal to the sum of the differences between the integrals over $U\left({ }^{\dagger} \mathfrak{s}, Z_{j}, a\right)$ and $U\left({ }^{\dagger} \mathfrak{s}, Z_{j-1}, a\right), 1 \leqslant j \leqslant n$, we see that the lemma is a consequence of the discussion preceding it. To conform to the definition of an Eisenstein system we have to remove those $\mathfrak{t}$ for which all functions $\operatorname{Res}_{\mathfrak{t}} E(\cdot, \cdot, \cdot)$ vanish.

Unfortunately this lemma on residues is not sufficient for our needs; it must be supplemented by another which we state informally but, for an obvious reason, do not prove. If $\mathfrak{s}$ is as above and $\varepsilon$ and $a$ are positive numbers let

$$
C(\mathfrak{s}, \varepsilon, a)=\{X(\mathfrak{s})+H \mid H \in \widetilde{\mathfrak{s}},\|\operatorname{Re} H\|<\varepsilon,\|\operatorname{Im}(X(\mathfrak{s})+H)\|<a\}
$$

If $U$ is an open set of the sphere of radius $\varepsilon$ in $\widetilde{\mathfrak{s}} \cap \mathfrak{a}^{(i)}$ then

$$
\{x X(\mathfrak{s})+(1-x) Z \mid 0<x<1, Z \in U\}
$$

will be called a cone of radius $\varepsilon$ and centre $X(\mathfrak{s})$. Suppose that, just as in the lemma, we are given an Eisenstein system belonging to $\mathfrak{s}$. Suppose that for every $a>0$ there are two non-empty convex cones $V_{i}(\mathfrak{s}, \varepsilon(a), a), i=1,2$ of radius $\varepsilon(a)$ and centre $X(\mathfrak{s})$ such that no singular hyperplane meets the closure of $U(\mathfrak{s}, W, a)$ if $W$ belongs to $V_{i}(\mathfrak{s}, \varepsilon(a), a)$ and such that

$$
V_{i}\left(\mathfrak{s}, \varepsilon\left(a_{1}\right), a_{1}\right) \supseteq V_{i}\left(\mathfrak{s}, \varepsilon\left(a_{2}\right), a_{2}\right)
$$

if $a_{1} \leqslant a_{2}$. Suppose that, for all $a$, every singular hyperplane which meets the closure of $C(\mathfrak{s}, \varepsilon(a), a)$ meets the closure of $U(\mathfrak{s}, X(\mathfrak{s}), a)$. Then there is a subset $T$ of the set of singular hyperplanes such that $\operatorname{Re} X(\mathfrak{s})=X(\mathfrak{t})$ for all $\mathfrak{t}$ in $T$, and for each $\mathfrak{t}$ in $T$ a distinguished unit normal to $\mathfrak{t}$, and, for each $a>0$, two non-empty convex cones $W_{i}(\mathfrak{s}, \varepsilon(a), a)$ of radius $\varepsilon(a)$ and centre $X(\mathfrak{t})$ such that

$$
W_{i}(\mathfrak{s}, \varepsilon(a), a) \subseteq V_{i}(\mathfrak{s}, \varepsilon(a), a)
$$

and, for each $\mathfrak{t}$ in $T$, an open convex cone $V(\mathfrak{t}, \varepsilon(a), a)$ of radius $\varepsilon(a)$ and centre $X(\mathfrak{t})$ such that if, for some $a>0, W_{i}$ belongs to $W_{i}(\mathfrak{s}, \varepsilon(a), a)$ and $W(\mathfrak{t}), \mathfrak{t} \in T$, belongs to $V(\mathfrak{t}, \varepsilon(a), a)$ then the difference between the sum over $s$ in $^{\dagger} \Omega^{(j)}(\mathfrak{s})$ of

$$
\begin{aligned}
& \frac{1}{(2 \pi i)^{m}}\left\{\int_{U\left(\dagger_{\left.\mathfrak{s}, W_{1}, a\right)}\right.}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H\right. \\
&\left.-\int_{U\left(\dagger_{\left.\mathfrak{s}, W_{2}, a\right)}\right.}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H\right\}
\end{aligned}
$$

and

$$
\sum \sum_{t \in \uparrow^{(j)}(\mathfrak{t})} \frac{1}{(2 \pi i)^{m-1}} \int_{U\left(\dagger^{\mathfrak{t}}, W(\mathfrak{t}), a\right)}\left(\operatorname{Res}_{\mathfrak{t}} N(t, H) d \Phi(H), d \Psi(-t \bar{H})\right) d H
$$

is the sum of integrals of the form (7.m). It is clear that one again has some control over the location of the sets $U^{\prime}$ which occur. Moreover if $\mathfrak{t}$ is in $T$ any singular hyperplane of the associated Eisenstein system which meets the closure of $C(\mathfrak{t}, \varepsilon(a), a)$ meets the closure of $U(\mathfrak{t}, X(\mathfrak{t}), a)$ and we can assume that if $W$ lies in $V(\mathfrak{t}, \varepsilon(a), a)$ then no such hyperplane meets the closure of $U(\mathfrak{t}, W, a)$.

Suppose that for each $i, 1 \leqslant i \leqslant r$, we are given a collection $S^{(i)}$ of distinct affine subspaces of dimension $m$ which are defined by equations of the usual form. Let

$$
S=\bigcup_{i=1}^{r} S^{(i)}
$$

and suppose that for each $\mathfrak{s}$ in $S$ we are given an Eisenstein system belonging to $\mathfrak{s}$. In order to appreciate Theorem 7.7 we have to have some understanding of the relations which the functions in this collection of Eisenstein systems may satisfy and of the conditions under which the relations must be satisfied. The next four lemmas provide us with the necessary understanding. In other words Theorem 7.7 can be regarded, if one is thinking only of the Eisenstein series, as asserting that all Eisenstein series satisfy certain conditions and we are about to show that all Eisenstein series satisfying these conditions satisfy functional equations.

If $\mathfrak{s}$ is a subspace of $\mathfrak{a}^{(i)}$ and $\mathfrak{t}$ is a subspace of $\mathfrak{a}^{(j)}$ defined by equations on the usual form and if $\mathfrak{a}$ is a distinguished subspace of both $\mathfrak{a}^{(i)}$ and $\mathfrak{a}^{(j)}$ which is contained in $\widetilde{\mathfrak{s}}$ and $\widetilde{\mathfrak{t}}$ we let ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ be the set of distinct linear transformations in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ such that $\mathfrak{s}_{s}=\mathfrak{t}$. Two linear transformations of $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ which have the same effect on every element of $\mathfrak{s}$ have the same effect on every element of the space $\mathfrak{s}^{\prime}$ spanned by $\mathfrak{s}$ and zero and on

$$
\overline{\mathfrak{s}}^{\prime}=\left\{H \mid \bar{H} \in \mathfrak{s}^{\prime}\right\}
$$

Thus ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ can also be regarded as a set of linear transformations from $\mathfrak{s}^{\prime}$ to $\overline{\mathfrak{t}}^{\prime}$ or from $\overline{\mathfrak{s}}^{\prime}$ to $\mathfrak{t}^{\prime}$. Such a convention is necessary in order to make some of the expressions belong meaningful. Suppose that for every element $\mathfrak{s}$ of the collection $S$ there is an element $s^{0}$ of $\Omega(\mathfrak{s}, \mathfrak{s})$ which fixes each element of $\widetilde{\mathfrak{s}}$. Certainly $s^{0}$ is unique. If ${ }^{*} \mathfrak{a}$ is a distinguished subspace of $\mathfrak{h}$ let

$$
{ }^{*} S^{(i)}=\left\{\mathfrak{s} \in S^{(i)} \mid{ }^{*} \mathfrak{a} \subseteq \widetilde{\mathfrak{s}}\right\}
$$

and let

$$
{ }^{*} S=\bigcup_{i=1}^{r} S^{(i)}
$$

Two elements $\mathfrak{s}$ and $\mathfrak{t}$ of ${ }^{*} S$ are said to be equivalent if ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ is not empty.
Lemma 7.2. Suppose that for each $i, 1 \leqslant i \leqslant r, S^{(i)}$ is a collection of distinct affine subspaces of dimension $m$, of $\mathfrak{a}^{(i)}$, defined by equations of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root of $\mathfrak{a}^{(i)}$ and $\mu$ is a complex number, such that only a finite number of the elements of $S^{(i)}$ meet each compact subset of $\mathfrak{a}^{(i)}$. Suppose that if $\mathfrak{s}$ belongs to $S^{(i)}$ and $\mathfrak{a}$ is the orthogonal complement of the distinguished subspace of largest dimension which is contained in $\widehat{\mathfrak{s}}$ then $\operatorname{Re} X(\mathfrak{s})$ belongs to ${ }^{+} \mathfrak{a}$ and lies in a fixed compact subset of $\mathfrak{a}^{(i)}$ and suppose that for each $\mathfrak{s}$ in $S$ the set $\Omega(\mathfrak{s}, \mathfrak{s})$ contains an element which leaves each point of $\widetilde{\mathfrak{s}}$ fixed. Finally suppose that if $\mathfrak{s}$ is in $S$ there is given an Eisenstein system belonging to $\mathfrak{s}$ and that if ${ }^{*} P$ is a cuspidal subgroup, with split component ${ }^{*} \mathfrak{a}$, if $P$ belongs to ${ }^{*}\{P\}^{(i)}, P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$, $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}$, and $s$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ then $N(s, H)$ vanishes identically unless s belongs to ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ for some $\mathfrak{t}$ in ${ }^{*} S^{(j)}$. Then $S$ is finite and for each $\mathfrak{s}$ in $S$ the point $X(\mathfrak{s})$ is real. Moreover, for any choice of ${ }^{*} \mathfrak{a}$, every equivalence class in ${ }^{*}$ S contains an element $\mathfrak{s}$ such that $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace of $\mathfrak{h}$.

There is another lemma which must be proved first.
Lemma 7.3. Suppose that $\phi$ is a function in $\mathcal{L}(\{P\},\{V\}, W)$ and suppose that there is an integer $N$ such that if $P$ belongs to $\{P\}$ and $\left\{p_{y} \mid 1 \leqslant y \leqslant x\right\}$ is a basis for the polynomials on $\mathfrak{a}$, the split component of $P$, of degree at most $N$ then there are distinct points $H_{1}, \ldots, H_{u}$ in $\mathfrak{a}_{c}$ and functions $\Phi_{x, y}, 1 \leqslant x \leqslant u, 1 \leqslant y \leqslant v$ in $\mathfrak{E}(V, W)$ such that

$$
\begin{equation*}
\int_{\Gamma \cap N \backslash N} \phi(n g) d n=\sum_{x=1}^{u} \exp \left(\left\langle H(g), H_{x}\right\rangle+\rho(H(g))\right)\left\{\sum_{y=1}^{v} P_{y}(H(g)) \Phi_{x, y}(g)\right\} . \tag{7.n}
\end{equation*}
$$

If

$$
\sum_{y=1}^{v} p_{y}(H(g)) \Phi_{x, y}
$$

does not vanish identically then $H_{x}$ is real.
If we agree that an empty sum is zero then we can suppose that

$$
\sum_{y=1}^{v} p_{y}(H(g)) \Phi_{x, y}(g)
$$

is never identically zero. The lemma will be proved by induction on the rank of the elements in $\{P\}$. If that rank is zero there is nothing to prove; so suppose it is a positive number $q$
and the lemma is true for families of cuspidal subgroups of rank $q-1$. If $P$ belongs to $\{P\}$ and $P^{\prime}=\gamma P \gamma^{-1}, \gamma$ in $\Gamma$, then

$$
\int_{\Gamma \cap N^{\prime} \backslash N^{\prime}} \phi\left(n^{\prime} \gamma g\right) d n^{\prime}=\int_{\Gamma \cap N \backslash N} \phi(n g) d n,
$$

so that the right side of $(7 . n)$ is equal to

$$
\sum_{x=1}^{u^{\prime}} \exp \left(\left\langle H^{\prime}(\gamma g), H_{x}^{\prime}\right\rangle+\rho\left(H^{\prime}(\gamma g)\right)\right) \sum_{y=1}^{v} p_{y}(H(g)) \Phi_{x, y}^{\prime}(g)
$$

Since $H^{\prime}(\gamma g)=H(g)+H^{\prime}(\gamma)$, the sets $\left\{H_{1}, \ldots, H_{u}\right\}$ and $\left\{H_{1}^{\prime}, \ldots, H_{u}^{\prime}\right\}$ are the same. Thus for $1 \leqslant i \leqslant r$ the set

$$
\bigcup_{P \in\{P\}^{(i)}}\left\{H_{i}, \ldots, H_{u}\right\}=F_{i}
$$

is finite.
If $P$ belongs to $\{P\}^{(i)}$ let $X_{y}$ be that element of $S(\{0\})$ such that $p_{X_{y}}=p_{y}$ and let

$$
T_{x}=\sum_{y=1}^{v} X_{y} \otimes \Phi_{x, y}
$$

If $\psi$ belongs to $\mathfrak{D}(V, W)$ it follows from the relation (7.a) that

$$
(\phi, \widehat{\psi})=\sum_{x=1}^{u}\left(T_{x}, d \Psi\left(-\bar{H}_{x}\right)\right) .
$$

If

$$
f(\cdot)=\left(f_{1}(\cdot), \ldots, f_{r}(\cdot)\right)
$$

is such that $\lambda(f)$ can be defined as in Section 6 then

$$
(\lambda(f) \phi, \widehat{\psi})=\left(\phi, \lambda\left(f^{*}\right) \widehat{\psi}\right)
$$

is equal to

$$
\sum_{x=1}^{u}\left(T_{x}, d\left(f_{i}^{*} \Psi\right)\left(-\bar{H}_{x}\right)\right) .
$$

In particular, if for each $i, f_{i}$ vanishes to a sufficiently high order at each point of $F_{i}$ then $\lambda(f) \phi=0$. If $H$ belongs to $F_{i}$ and $H^{\prime}$ belongs to $F_{j}$ and there is no $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ such that $s H=H^{\prime}$ then we can choose an $f(\cdot)$ so that $f_{i}(H) \neq f_{j}\left(H^{\prime}\right)$. Consequently we can find $f^{(1)}, \ldots, f^{(w)}$ such that

$$
\phi=\sum_{x=1}^{w} \lambda\left(f^{(x)}\right) \phi
$$

and $\lambda\left(f^{(x)}\right) \phi$ satisfies the same conditions as $\phi$ except that if $H$ belongs to $F_{i}^{(x)}$, the analogue of $F_{i}$, and $H^{\prime}$ belongs to $F_{j}^{(x)}$ then $H^{\prime}=s H$ for some $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$. Since it is enough to prove the lemma for each $\lambda\left(f^{(x)}\right) \phi$, we assume that $\phi$ already satisfies this extra condition. Let $c(f)$ be the value of $f_{i}$ at one and hence every point in $F_{i}$. Since $\lambda(f)$ is normal $\lambda(f) \phi=c(f) \phi$ and $\lambda\left(f^{*}\right) \phi=\bar{c}(f) \phi=c\left(f^{*}\right) \phi$. Thus, if $H$ belongs to $F_{i}, f_{i}(H)=f_{i}(-\bar{H})$ and there is an $s$ in $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(i)}\right)$ such that $s H=\bar{H}$ and $\langle H, H\rangle$ is real.

To prove the lemma we need only show that for some $P$ in $\{P\}$ one of $H_{1}, \ldots, H_{u}$ is real. It is not difficult to see that for each $P$ in $\{P\}$ the points $-\operatorname{Re} H_{x}, 1 \leqslant x \leqslant u$, belong to ${ }^{+} \mathfrak{a}$. We forego describing the proof in detail because in all applications we shall make of the lemma it will be apparent that this is so. Let

$$
\mu=\max _{1 \leqslant k \leqslant q}\left\{\left\langle\alpha_{, k}, \alpha_{, k}\right\rangle^{-1 / 2} \alpha_{, k}\left(\operatorname{Re} H_{x}\right)\right\}
$$

and if $\left\{H_{1}, \ldots, H_{u}\right\}$ is not empty let

$$
\mu(P)=\max _{1 \leqslant x \leqslant u} \mu_{x} .
$$

If $\phi$ does not vanish identically choose $P_{0}$ so that

$$
\mu_{0}=\mu\left(P_{0}\right) \geqslant \mu(P)
$$

for all $P$ in $\{P\}$; the number $\mu_{0}$ is negative. Let

$$
\left\|\alpha_{\ell_{0}}\right\| \mu\left(P_{0}\right)=\alpha_{, \ell_{0}}\left(\operatorname{Re} H_{x_{0}}\right)
$$

and let ${ }^{*} P$ be the cuspidal subgroup belonging to $P_{0}$ with split component

$$
{ }^{*} \mathfrak{a}=\left\{H \in \mathfrak{a}_{0} \mid \alpha_{\ell,}(H)=0, \ell \neq \ell_{0}\right\} .
$$

It follows without difficulty from Lemma 4.2 that if $\left\{q_{y} \mid 1 \leqslant y \leqslant v^{\prime}\right\}$ is a basis for the polynomials on ${ }^{*} \mathfrak{a}$ of degree at most $N$ then there are distinct points ${ }^{*} H_{x}, 1 \leqslant x \leqslant u^{\prime}$, in ${ }^{*} \mathfrak{a}_{c}$ and functions $\phi_{x y}$ in ${ }^{*} A^{*} T \backslash G$ such that

$$
\int_{\Gamma \cap^{*} N \backslash{ }^{*} N} \phi(n g) d n
$$

is equal to

$$
\sum_{x=1}^{u^{\prime}} \exp \left(\left\langle{ }^{*} H(g),{ }^{*} H_{x}\right\rangle+\rho\left({ }^{*} H(g)\right)\right)\left\{\sum_{y=1}^{v^{\prime}} q_{y}\left({ }^{*} H(g)\right) \phi_{x, y}(g)\right\}
$$

It follows from formula (3.d) that if $P$ is an element of ${ }^{*}\{P\}$ and $g=a m k$ with $a$ in ${ }^{*} A, m$ in ${ }^{*} M$, and $k$ in $K$ then

$$
\sum_{x=1}^{u} \exp \left(\left\langle H(g), H_{x}\right\rangle+\rho(H(g))\right)\left\{\sum_{y=1}^{v} P_{y}(H(g)) \Phi_{x, y}(g)\right\}
$$

is equal to

$$
\sum_{x=1}^{u^{\prime}} \exp \left(\left\langle{ }^{*} H(g),{ }^{*} H_{x}\right\rangle+\rho\left({ }^{*} H(g)\right)\right)\left\{\sum_{y=1}^{v^{\prime}} q_{y}\left({ }^{*} H(g)\right) \int_{{ }^{*} \Theta \cap^{\dagger} N \backslash \dagger N} \phi_{x y}(n m k) d n\right\} .
$$

Applying this relation to $P_{0}$ we see that if the indices are chosen appropriately we can suppose that the projection of $H_{x_{0}}$ on ${ }^{*} \mathfrak{a}_{c}$ is ${ }^{*} H_{1}$. Let

$$
\int_{{ }^{*} \Theta \cap^{\dagger} N \backslash^{\dagger} N} \phi_{1 y}(n m k) d n
$$

equal

$$
\sum_{x=1}^{u^{\prime \prime}} \exp \left(\left\langle{ }^{\dagger} H(m),{ }^{\dagger} H_{x}\right\rangle+\rho\left({ }^{\dagger} H(m)\right)\right)\left\{\sum_{z=1}^{v^{\prime \prime}} r_{z}\left({ }^{\dagger} H(m)\right) \Phi_{x, y, z}(g)\right\}
$$

where $\left\{r_{z} \mid 1 \leqslant z \leqslant v^{\prime \prime}\right\}$ is a basis for the polynomials of degree at most $N$ on ${ }^{\dagger} \mathfrak{a}$, the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}$, and $\Phi_{x, y, z}$ belongs to $\mathfrak{E}(V, W)$. We suppose that for each $x$ there is a $y$ such that

$$
\sum_{z=1}^{v^{\prime \prime}} r_{z}\left({ }^{\dagger} H(m)\right) \Phi_{x, y, z}
$$

does not vanish identically. If we show that $-\operatorname{Re}\left({ }^{\dagger} H_{x}\right)$ belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}\right)$ for $1 \leqslant x \leqslant u^{\prime \prime}$ it will follow from the corollary to Lemma 5.1 that $\phi_{1, y}$ is square integrable. It is then obvious that it belongs to ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$. The induction assumption implies that ${ }^{\dagger} H_{x}$ is real for $1 \leqslant x \leqslant u^{\prime \prime}$. In particular we can choose $x_{1}$ so that

$$
H_{x_{0}}={ }^{*} H_{1}+{ }^{\dagger} H_{x_{1}}
$$

Since

$$
\left\langle H_{x_{0}}, H_{x_{0}}\right\rangle=\left\langle{ }^{*} H_{1},{ }^{*} H_{1}\right\rangle+\left\langle{ }^{\dagger} H_{x_{1}},{ }^{\dagger} H_{x_{1}}\right\rangle
$$

is real the number $\left\langle{ }^{*} H_{1},{ }^{*} H_{1}\right\rangle$ is real and ${ }^{*} H_{1}$ is either real or purely imaginary. It is not purely imaginary since $\alpha_{, \ell_{0}}\left(\operatorname{Re} H_{x_{0}}\right)=\alpha_{, \ell_{0}}\left(\operatorname{Re}^{*} H_{1}\right)$. Consequently $H_{x_{0}}$ is real. To show that $-\operatorname{Re}\left({ }^{\dagger} H_{x}\right)$ belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}\right)$ we have to show that $\alpha_{, \ell}\left(\operatorname{Re}^{\dagger} H_{x}\right)<0$ if $\ell \neq \ell_{0}$. Certainly

$$
\alpha_{, \ell}\left(\operatorname{Re}\left({ }^{*} H_{1}+{ }^{\dagger} H_{x}\right)\right) \leqslant\left\langle\alpha_{, \ell}, \alpha_{, \ell}\right\rangle^{1 / 2} \mu_{0}
$$

and

$$
\alpha_{, \ell_{0}}\left(\operatorname{Re}\left({ }^{*} H_{1}+{ }^{\dagger} H_{x}\right)\right)=-\alpha_{, \ell_{0}}\left(\operatorname{Re}^{*} H_{1}\right)=\left\langle\alpha_{, \ell_{0}}, \alpha_{, \ell_{0}}\right\rangle^{1 / 2} \mu_{0} .
$$

Thus

$$
\alpha_{, \ell}\left({ }^{\dagger} H_{x}\right) \leqslant\left\langle\alpha_{, \ell}, \alpha_{, \ell}\right\rangle^{1 / 2}\left\{\mu_{0}-\left\langle\alpha_{, \ell}, \alpha_{, \ell}\right\rangle^{-1 / 2}\left\langle\alpha_{, \ell_{0}}, \alpha_{, \ell_{0}}\right\rangle^{-1 / 2}\left\langle\alpha_{, \ell}, \alpha_{, \ell_{0}}\right\rangle \mu_{0}\right\}<0
$$

if $\ell \neq \ell_{0}$.
Suppose that, for each $P$ in $\{P\}^{(i)}$ and $1 \leqslant x \leqslant u, T_{x}$ has the same meaning as above. It has been observed that

$$
\sum_{x=1}^{u}\left(T_{x}, d f_{i} \Psi\left(-\bar{H}_{x}\right)\right)=\sum_{x=1}^{u} \bar{f}_{i}\left(-\bar{H}_{x}\right)\left(T_{x}, d \Psi\left(-\bar{H}_{x}\right)\right)
$$

if $f(\cdot)=\left(f_{1}(\cdot), \ldots, f_{r}(\cdot)\right)$, if, for each $i, f_{i}(\cdot)$ is a bounded analytic function on $D_{i}$, and if $f_{j}(s H)=f_{i}(H)$ if $s$ belongs to $\Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$. It is clear that the equality must also be valid for any function $f(\cdot)$ such that $f_{i}(\cdot)$ is analytic in a neighbourhood of

$$
\bigcup_{j=1}^{r} \bigcup_{s \in \Omega\left(\mathfrak{a}^{(j)}, \mathfrak{a}^{(i)}\right)}\left\{-s \bar{H} \mid H \in F_{j}\right\} .
$$

Indeed for any such function

$$
\left(T_{x}, d f_{i} \Psi\left(-\bar{H}_{x}\right)\right)=\bar{f}_{i}\left(-\bar{H}_{x}\right)\left(T_{x}, d \Psi\left(-\bar{H}_{x}\right)\right) .
$$

We turn to the proof of Lemma 7.2. Let $C$ be an equivalence class in ${ }^{*} S$ and choose $\mathfrak{s}$ in $C$ so that $\widetilde{\mathfrak{s}}$ contains a distinguished subspace of the largest possible dimension. Replace, if necessary, ${ }^{*} \mathfrak{a}$ by this larger space and suppose that this distinguished subspace is ${ }^{*} \mathfrak{a}$ itself. Of course the equivalence class to which $\mathfrak{s}$ belongs may become smaller but this is irrelevant. Suppose $\mathfrak{s}$ lies in ${ }^{*} S^{(i)}$ and let ${ }^{\dagger} \mathfrak{s}$ be the projection of $\mathfrak{s}$ on the orthogonal complement of *a. A point $H$ in ${ }^{\dagger} \mathfrak{s}$ which does not lie on a singular hyperplane of any of the functions $E(\cdot, \cdot, \cdot)$ which are defined on ${ }^{\dagger} \mathfrak{s}$ and which is such that if $s_{1}$ and $s_{2}$ are in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ for some
$j$ then $s_{1} H=s_{2} H$ only if $s_{1}=s_{2}$ will be called a general point of ${ }^{\dagger} \mathfrak{s}$. There is at least one cuspidal subgroup ${ }^{*} P$ with ${ }^{*} \mathfrak{a}$ as split component and one element of ${ }^{*}\{P\}^{(i)}$ such that for some $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ the function $E(g, F, H)$ on ${ }^{*} A^{*} T \backslash G \times{ }^{*} \mathfrak{s}$ does not vanish identically. Suppose that the general point $H$ lies in $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$. If $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ then

$$
\int_{{ }^{*} \Theta \cap^{\dagger} N^{\prime} \backslash^{\dagger} N^{\prime}} E(n m k, F, H)
$$

is equal to

$$
\sum_{s \in \in^{\dagger} \Omega^{(j)}(\mathfrak{s})} \exp \left(\left\langle H^{\prime}(g), s H\right\rangle+\rho\left(H^{\prime}(g)\right)\right) N(s, H) F(g)
$$

The factor $N(s, H)$ is zero unless $s$ belongs to ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ for some $\mathfrak{t}$ in ${ }^{*} S^{(j)}$. Moreover $\mathfrak{t}$ belongs to $C$ and ${ }^{*} S^{(j)}$ the largest distinguished subspace which $\mathfrak{t}$ contains is ${ }^{*} \mathfrak{a}$. Thus if $N(s, H) F$ is not zero then

$$
-\operatorname{Re}(s H)=\operatorname{Re}\left(X_{\mathfrak{s}_{s}}\right)
$$

belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}^{(j)}\right)$ if ${ }^{\dagger} \mathfrak{a}^{(j)}$ is the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}^{(j)}$. Lemma 7.3 implies that $s H$ is real for all such $s$. If $\widetilde{\mathfrak{s}}$ were not the complexification of $\mathfrak{a}$ we could choose an $H$ which was not real so that $E(g, F, H)$ did not vanish identically and obtain a contradiction. Consequently ${ }^{\dagger} \mathfrak{s}=\{X(\mathfrak{s})\}$ and $X(\mathfrak{s})$ is real. If $\mathfrak{s}$ and $\mathfrak{t}$ are equivalent then $X(\mathfrak{t})$ is real if and only if $X(\mathfrak{s})$ is; so it has only to be shown that $S$ is finite. This of course follows immediately from the assumptions of the lemma and the fact that

$$
X(\mathfrak{s})=\operatorname{Re} X(\mathfrak{s})
$$

for all $\mathfrak{s}$ in $S$.
Suppose *P with the split component ${ }^{*} \mathfrak{a}$ is a cuspidal subgroup belonging to one of the elements of $\{P\}$. Let $P^{(i, k)}, 1 \leqslant k \leqslant m_{i}$, be a complete set of representatives for the elements of ${ }^{*}\{P\}^{(i)}$ and let

$$
\mathfrak{E}^{(i)}=\bigoplus_{k=1}^{m_{i}} \mathfrak{E}\left(V^{(i, k)}, W\right) .
$$

If $S$ is as above and $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}, \mathfrak{t}$ belongs to ${ }^{*} S^{(j)}$, and $s$ belongs to $\Omega(\mathfrak{s}, \mathfrak{t})$ let $M(s, H)$ be that linear transformation from $L\left(S(\mathfrak{s}), \mathfrak{E}^{(i)}\right)$ to $S(\mathfrak{t}) \otimes \mathfrak{E}^{(j)}$ such that if $F$ belongs to $L\left(S(\mathfrak{s}), \mathfrak{E}\left(V^{(i, k)}, W\right)\right)$ then the component of $M(s, H) F$ in $S(\mathfrak{t}) \otimes \mathfrak{E}\left(V^{(j, \ell)}, W\right)$ is $N(s, H) F$. Of course $N(s, H)$ depends on $P^{(i, k)}$ and $P^{(j, \ell)}$. If $C$ is an equivalence class in ${ }^{*} S$ choose $\mathfrak{s}$ in $C$ so that $\widetilde{\mathfrak{s}}=\mathfrak{a}_{c}$ where, if $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}, \mathfrak{a}$ is a distinguished subspace of $\mathfrak{a}^{(i)}$. Let

$$
\Omega(\mathfrak{s}, C)=\bigcup_{t \in C}^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})
$$

and let $\Omega_{0}(\mathfrak{s}, C)$ be the set of elements in $\Omega(\mathfrak{s}, C)$ which leave each point of $\widetilde{\mathfrak{s}}$ fixed. Let $s^{0}$ be the linear transformation in $\Omega(\mathfrak{s}, \mathfrak{s})$ which induces the identity on $\widetilde{\mathfrak{s}}$. If $\mathfrak{t}_{1}$ and $\mathfrak{t}_{2}$ belong to $C$ then every element of $\Omega\left(\mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ can be written as a product $t s^{0} s^{-1}$ with $s$ in $\Omega\left(\mathfrak{s}, \mathfrak{t}_{1}\right)$ and $t$ in $\Omega\left(\mathfrak{s}, \mathfrak{t}_{2}\right)$. If $H$ is in ${ }^{\dagger} \mathfrak{s}$ we form the two matrices

$$
\begin{aligned}
M(H) & =\left(M\left(t s^{0} s^{-1}, s s^{0} H\right)\right) ; & & s, t \in \Omega(\mathfrak{s}, C) \\
M & =\left(M\left(t s^{0} s^{-1}, s s^{0} H\right)\right) ; & & s, t \in \Omega_{0}(\mathfrak{s}, C)
\end{aligned}
$$

The first matrix is a meromorphic function of $H$; the second is a constant. If $s$ belongs to $\Omega(\mathfrak{s}, C)$ there is a unique $j_{s}$ such that $\mathfrak{s}_{s}$ belongs to ${ }^{*} S^{\left(j_{s}\right)}$. The matrix $M(H)$ can be regarded as a linear transformation from

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}^{\left(j_{s}\right)}\right)
$$

to

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} S\left(\mathfrak{s}_{s}\right) \otimes \mathfrak{E}^{\left(j_{s}\right)}
$$

It has a finite-dimensional range and the dimension of its range is its rank. A similar remark applies to $M$. We shall see that the functional equations for all the Eisenstein series are a consequence of the following lemma.
Lemma 7.4. Suppose that, for $1 \leqslant i \leqslant r, S^{(i)}$ is the collection of Lemma 7.2 and suppose that for any ${ }^{*} P$, any $\mathfrak{s}$ in ${ }^{*} S^{(i)}$, any $\mathfrak{t}$ in ${ }^{*} S^{(j)}$, any $P$ in ${ }^{*}\{P\}^{(i)}$, any $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, and any s in ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ the functions $N(s, H)$ and $N^{*}\left(s^{-1},-s \bar{H}\right)$ are equal. If ${ }^{*} P$ with the split component ${ }^{*} \mathfrak{a}$ is given, if $C$ is an equivalence class in ${ }^{*} S$, if $\mathfrak{s}$ belongs to $C$ and $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace of $\mathfrak{h}$, then, if $M(\cdot)$ is defined at $H$, the rank of $M(H)$ is the same as the rank of $M$.

If $M(\cdot)$ is defined at $H$ and if $s H=t H$ for some $s$ and $t$ in $\Omega(\mathfrak{s}, C)$ implies $s H^{\prime}=t H^{\prime}$ for all $H^{\prime}$ in ${ }^{\dagger} \mathfrak{s}$ then $H$ is said to be a general point of ${ }^{\dagger} \mathfrak{s}$. Since the rank of $M(H)$ is never less than the rank of $M$ it is enough to show that at a general point the rank of $M(H)$ is no greater than the rank of $M$. If $\mathfrak{t}$ belongs to ${ }^{*} S^{(j)}$ and

$$
F=\bigoplus_{\ell=1}^{m} F_{\ell}
$$

belongs to

$$
L\left(S(\mathfrak{t}), \mathfrak{E}^{(j)}\right)=\bigoplus_{\ell=1}^{m_{i}} L\left(S(\mathfrak{t}), \mathfrak{E}\left(V^{(j, \ell)}, W\right)\right)
$$

let

$$
E(g, F, H)=\sum_{\ell=1}^{m_{i}} E\left(g, F_{\ell}, H\right)
$$

If $F=\bigoplus F_{s}$ belongs to

$$
\bigoplus_{s \in \Omega(\mathfrak{s}, C)} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}^{\left(j_{s}\right)}\right)
$$

and $H$ belongs to ${ }^{\dagger} \mathfrak{s}$, let

$$
E(g, F, H)=\sum_{s} E\left(g, F_{s}, s s^{0} H\right)
$$

Suppose that $H$ is a general point and for some such $F$ the function $E(\cdot, F, H)$, which is defined, is zero. If $m$ belongs to ${ }^{*} M$ and $k$ belongs to $K$ then

$$
\int_{{ }^{\star} \cap \cap^{\dagger} N^{(j, \ell)} \backslash^{\dagger} N^{(j, \ell)}} E(n m k, F, H) d n
$$

is equal to

$$
\begin{equation*}
\sum_{t} \exp \left(\left\langle H^{(j, \ell)}(m), t H\right\rangle+\rho\left(H^{(j, \ell)}(m)\right)\right)\left\{\sum_{s \in \Omega(\mathfrak{s}, C)} \Phi_{t, s}^{(j, \ell)}(m k)\right\} \tag{7.0}
\end{equation*}
$$

where the outer sum is over those $t$ in $\Omega(\mathfrak{s}, C)$ such that $j_{t}=j$ and $\Phi_{t, s}^{(j, \ell)}$ is the function on ${ }^{*} A T^{(j, \ell)} \backslash G$ associated to the projection of $M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}$ on

$$
S\left(\mathfrak{s}_{t}\right) \otimes \mathfrak{E}\left(V^{(j, \ell)}, W\right)
$$

Since $H$ is a general point it follows that

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} \Phi_{t, s}^{(j, \ell)}
$$

is zero; consequently

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=0
$$

for all $t$ in $\Omega(\mathfrak{s}, C)$.
If the dimension of ${ }^{*} \mathfrak{a}$ is $m$, the dimension of the elements of $S$, there is nothing to prove. We treat the case that the dimension of ${ }^{*} \mathfrak{a}$ is $m-1$ first. Let $H$ be a general point of ${ }^{\dagger} \mathfrak{s}$ and suppose that $\operatorname{Im} H \neq 0$ and

$$
\operatorname{Re} H=X(\mathfrak{s})+H^{\prime}
$$

with $\alpha\left(H^{\prime}\right)$ small and positive if $\alpha$ is the unique simple root of ${ }^{\dagger} \mathfrak{a}$. As usual $\widetilde{\mathfrak{s}}=\mathfrak{a}_{c}$ and ${ }^{\dagger} \mathfrak{a}$ is the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}$. Let us show that if

$$
F=\bigoplus_{s \in \Omega(\mathfrak{s}, C)} F_{s}
$$

is such that

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}
$$

is zero for $t$ in $\Omega_{0}(\mathfrak{s}, C)$ then it is zero for all $t$. Lemma 7.3 implies that $E(\cdot, F, H)$ can not belong to ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ and be different from zero; so we show that $E(\cdot, F, H)$ belongs to ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$. In the expression (7.0) the sum can be replaced by a sum over the elements $t$ of the complement of $\Omega_{0}(\mathfrak{s}, C)$ in $\left.\overline{\Omega(\mathfrak{s}}, C\right)$ such that $j_{t}=j$. The corollary to Lemma 5.1 can be applied if it is shown that, for all such $t,-\operatorname{Re}(t H)$ belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}^{(j)}\right)$ provided $\alpha\left(H^{\prime}\right)$ is sufficiently small. Since $-\operatorname{Re}(t H)$ is close to $X\left(\mathfrak{s}_{t}\right)$ this is perfectly obvious if ${ }^{*} \mathfrak{a}$ is the largest distinguished subspace contained in $\widetilde{\mathfrak{s}}_{t}$. If it is not then $\mathfrak{s}_{t}$ is the complexification of a distinguished subspace $\mathfrak{a}^{\prime}$ of $\mathfrak{a}^{(j)}$. If $\alpha^{\prime}$ is the unique simple root of the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}^{\prime}$ then it follows from Lemma 2.13 that $\alpha^{\prime}\left(t H^{\prime}\right)$ is negative. Lemma 2.5 implies that $-t H$ belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}^{(j)}\right)$.

Since the set of points satisfying the condition of the previous paragraph is open it is enough to prove that the rank of $M(H)$ is not greater than the rank of $M$ when $H$ is in this set. Every element

$$
G=\bigoplus_{t \in \Omega(\mathfrak{s}, C)} G_{t}
$$

in the range of $M(H)$ is of the form

$$
G_{t}=\sum_{s \in \Omega(\mathfrak{s}, C)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}
$$

with $F_{s}$ in $L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}^{\left(j_{s}\right)}\right)$. The map

$$
G \rightarrow \bigoplus_{t \in \Omega_{0}(\mathfrak{s}, C)} G_{t}
$$

is an injection of the range of $M(H)$ into

$$
\bigoplus_{t \in \Omega_{0}(\mathfrak{s}, C)} S\left(\mathfrak{s}_{t}\right) \otimes \mathfrak{E}^{\left(j_{t}\right)}
$$

It is sufficient to show that the image is contained in the range of $M$. If not there would be a set

$$
\left\{F_{t}^{\prime} \mid t \in \Omega_{0}(\mathfrak{s}, C)\right\}
$$

such that

$$
\sum_{t \in \Omega_{0}(\mathfrak{s}, C)} \sum_{s \in \Omega_{0}(\mathfrak{s}, C)}\left(M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}, F_{t}^{\prime}\right)=0
$$

for all sets $\left\{F_{s} \mid s \in \Omega_{0}(\mathfrak{s}, C)\right\}$ and

$$
\sum_{t \in \Omega_{0}(\mathfrak{s}, C)} \sum_{s \in \Omega(\mathfrak{s}, C)}\left(M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}, F_{t}^{\prime}\right) \neq 0
$$

for some set $\left\{F_{s} \mid s \in \Omega(\mathfrak{s}, C)\right\}$. However, the first relation is independent of $H$ so that, replacing $H$ by $-s^{0} \bar{H}$ and using the relation

$$
M\left(t s^{0} s^{-1},-s \bar{H}\right)=M^{*}\left(s s^{0} t^{-1}, t s^{0} H\right)
$$

we deduce that

$$
\sum_{t \in \Omega_{0}(\mathfrak{s}, C)} M\left(s s^{0} t^{-1}, t s^{0} H\right) F_{t}^{\prime}=0
$$

for all $s$ in $\Omega_{0}(\mathfrak{s}, C)$ and hence for all $s$ and all $H$. But the complex conjugate of the expression on the left of the second relation is

$$
\sum_{s \in \Omega(\mathfrak{s}, C)}\left\{\sum_{t \in \Omega_{0}(\mathfrak{s}, C)}\left(M\left(s s^{0} t^{-1}, t s^{0}\left(-s^{0} \bar{H}\right)\right) F_{t}^{\prime}, F_{s}\right)\right\}
$$

and must be zero.
The general case will be treated by induction. Suppose that the dimension of *a is $n$ with $n$ less than $m-1$ and that the assertion of the lemma is valid if the dimension of ${ }^{*} \mathfrak{a}$ is greater than $n$. Let $\Omega^{\prime}(\mathfrak{s}, C)$ be the set of all $s$ in $\Omega(\mathfrak{s}, C)$ such that $\widetilde{\mathfrak{s}}$ contains a distinguished subspace which is larger than *a and let

$$
M^{\prime}(H)=\left(M\left(t s^{0} s^{-1}, s s^{0} H\right)\right) ; \quad s, t \in \Omega^{\prime}(\mathfrak{s}, C)
$$

We first show that the rank of $M(H)$ is no larger than the rank of $M^{\prime}(H)$. It is enough to show this when $H$ is a general point in $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ which is not real. The argument is then very much like the one just presented. Indeed if

$$
F=\bigoplus_{s \in \Omega(\mathfrak{s}, C)} F_{s}
$$

and

$$
\sum_{s \in \Omega(\mathfrak{s}, C)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=0
$$

for all $t$ in $\Omega^{\prime}(\mathfrak{s}, C)$ then $E(\cdot, F, H)$ is zero because $-\operatorname{Re}(s H)=\operatorname{Re} X\left(\mathfrak{s}_{s}\right)$ lies in ${ }^{+}\left({ }^{\dagger} \mathfrak{a}^{(j)}\right)$ if $\mathfrak{a}_{s}$ belongs to ${ }^{*} S^{(j)}$ and $s$ does not belong to $\Omega^{\prime}(\mathfrak{s}, C)$. Consequently this equality is valid for all $t$. As before the restriction of the map

$$
\bigoplus_{s \in \Omega(\mathfrak{s}, C)} G_{s} \rightarrow \bigoplus_{s \in \Omega^{\prime}(\mathfrak{s}, C)} G_{s}
$$

to the range of $M(H)$ can be shown to be an injection into the range of $M^{\prime}(H)$. It remains to show that the rank of $M^{\prime}(H)$ is no larger than the rank of $M$.

Suppose ${ }^{*} P_{1}$ is a cuspidal subgroup with split component ${ }^{*} \mathfrak{a}_{1}$ belonging to an element of $\{P\}$. Suppose also that ${ }^{*} P$ belongs to ${ }^{*} P_{1}$ and that ${ }^{*} \mathfrak{a}$ is properly contained in ${ }^{*} \mathfrak{a}_{1}$. For each $i, 1 \leqslant i \leqslant r,{ }^{*}\{P\}_{1}^{(i)}$ is a subset of $\left.{ }^{*} P P\right\}^{(i)}$. Let $P_{1}^{(i, k)}, 1 \leqslant k \leqslant m_{i}$, be a complete set of representatives for the conjugacy classes in ${ }^{*}\{P\}_{1}^{(i)}$. It may as well be supposed that $P_{1}^{(i, k)}$ is conjugate to $P^{(i, k)}, 1 \leqslant k \leqslant m_{i}^{\prime}$. The elements of $C$ which belong to ${ }^{*} S_{1}$ break up into a number of equivalence classes $C_{1}, \ldots, C_{u}$. In each $C_{x}, 1 \leqslant x \leqslant u$, choose an $\mathfrak{s}_{x}$ such that $\widetilde{\mathfrak{s}}_{x}$ is a distinguished subspace of $\mathfrak{h}$. For each $x$ fix $s_{x}$ in $\Omega\left(\mathfrak{s}, \mathfrak{s}_{x}\right)$ and let $\Omega\left(\mathfrak{s}, C_{x}\right)$ be the set of all $s$ in $\Omega(\mathfrak{s}, C)$ such that $s s^{0} s_{x}^{-1}$ belongs to $\Omega\left(s_{x}, C_{x}\right)$ and let $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ be the set of all $s$ such that $s s^{0} s_{x}^{-1}$ belongs to $\Omega_{0}\left(\mathfrak{s}_{x}, C_{x}\right)$. The induction assumption will be used to show that if $F_{s}$, $s \in \Omega\left(\mathfrak{s}, C_{x}\right)$, belongs to

$$
\bigoplus_{\ell=1}^{m_{j_{s}}^{\prime}} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\left(j_{s}, \ell\right)}, W\right)\right)
$$

if $H$ is a general point of ${ }^{\dagger} \mathfrak{s}$, and if

$$
\sum_{s \in \Omega\left(\mathfrak{s}, C_{x}\right)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=0
$$

for all $t$ in $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ then this relation is valid for all $t$ in $\Omega(\mathfrak{s}, C)$. It is sufficient to establish this when $s_{x} s^{0} H$ belongs to the intersection of ${ }^{\dagger} \mathfrak{s}$ and

$$
\bigcup_{{ }^{\mathfrak{a}_{1} \subseteq \mathfrak{a}^{(j)}}} \bigcup_{s \in \dagger \Omega_{1}\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)} s^{-1}\left({ }^{\dagger} \mathfrak{A}^{(j)}\right)
$$

where $i$ is such that $\mathfrak{s}_{x} \in{ }^{*} S_{1}^{(i)}$. If

$$
F_{s}=\bigoplus_{\ell=1}^{m_{j_{s}}^{\prime}} F_{s}^{\ell}, \quad t=s s^{0} s_{x}^{-1}
$$

and $D(H)$ is the linear transformation from $\mathfrak{E}\left(V^{\left(j_{s}, \ell\right)}, W\right)$ to $\mathfrak{E}\left(V_{1}^{\left(j_{s}, \ell\right)}, W\right)$ defined in Section 4, let $G_{t}^{\ell}=d D(H) F_{s}^{\ell}$ and let

$$
G_{t}=\bigoplus_{\ell=1}^{m_{j_{s}}^{\prime}} G_{t}^{\ell}
$$

The relation (7.e) and the last part of condition (iii) for an Eisenstein system imply that

$$
\sum_{s \in \Omega\left(\mathfrak{s}_{x}, C_{s}\right)} M_{1}\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H_{x}\right) G_{s}=0
$$

for all $t$ in $\Omega_{0}\left(\mathfrak{s}_{x}, C_{x}\right)$ if $H_{x}$ is the projection of

$$
s_{x}^{0} s_{x} H=s_{x} s^{0} H
$$

on the orthogonal complement of ${ }^{*} \mathfrak{a}_{1}$. According to the induction assumption the relation must then be valid for all $t$ in $\Omega\left(\mathfrak{s}_{x}, C_{x}\right)$. Consequently

$$
\sum_{s \in \Omega\left(\mathfrak{s}_{x}, C_{x}\right)} E_{1}\left(g, G_{s}, s s_{x}^{0} H_{x}\right)=0
$$

The relations (7.c) and (7.d) imply that

$$
\sum_{s \in \Omega\left(\mathfrak{s}, C_{x}\right)} E\left(g, F_{x}, s s^{0} H\right)=\sum_{s \in \Omega\left(\mathfrak{s}_{x}, C_{x}\right)} E\left(g, G_{s}, s s_{x} H\right)=0 .
$$

We obtain the assertion by appealing to the remarks made when we started the proof.
Suppose that for each $s$ in $\Omega\left(\mathfrak{s}, C_{x}\right)$ we are given $F_{s}$ in

$$
\bigoplus_{k=1}^{m_{j_{s}}^{\prime}} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\left(j_{s}, \ell\right)}, W\right)\right)
$$

It will also be necessary to know that we can find for each $s$ in $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ an element $F_{s}^{\prime}$ of

$$
\sum_{k=1}^{m_{j_{s}}^{\prime}} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\left(j_{s}, \ell\right)}, W\right)\right)
$$

such that

$$
\sum_{s \in \Omega\left(\mathfrak{s}, C_{x}\right)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=\sum_{s \in \Omega_{0}\left(\mathfrak{s}, C_{x}\right)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}^{\prime}
$$

for all $t$ in $\Omega(\mathfrak{s}, C)$. If $G_{s}$ is defined for $s$ in $\Omega\left(\mathfrak{s}_{x}, C_{x}\right)$ as before the induction assumption guarantees the existence of a set

$$
\left\{G_{s}^{\prime} \mid s \in \Omega_{0}\left(\mathfrak{s}_{x}, C_{x}\right)\right\}
$$

such that

$$
\sum_{s \in \Omega\left(\mathfrak{s}_{x}, C_{x}\right)} M_{1}\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H_{x}\right) G_{s}=\sum_{s \in \Omega_{0}\left(\mathfrak{s}_{x}, C_{x}\right)} M_{1}\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H_{x}\right) G_{s}^{\prime}
$$

for all $t$ in $\Omega\left(\mathfrak{s}_{x}, C_{x}\right)$. We need only choose a set

$$
\left\{F_{s}^{\prime} \mid s \in \Omega_{0}\left(\mathfrak{s}, C_{x}\right)\right\}
$$

which is related to $\left\{G_{s}^{\prime}\right\}$ the way $\left\{F_{s}\right\}$ is related to $\left\{G_{s}\right\}$.
Let

$$
M_{0}^{\prime}(H)=\left(M\left(t s^{0} s^{-1}, s s^{0} H\right)\right), \quad s \in \Omega(\mathfrak{s}, C), t \in \Omega^{\prime}(\mathfrak{s}, C)
$$

Choosing ${ }^{*} \mathfrak{a}_{1}$ so that its complexification is $\widetilde{\mathfrak{s}}$ we see that the ranks of $M_{0}^{\prime}(H)$ and $M$ are the same. It will now be shown that the range of $M^{\prime}(H)$ is contained in the range of $M_{0}^{\prime}(H)$ and this will complete the proof of the lemma. Suppose that $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ belongs to $C$, that $F$ belongs to $L\left(S(\mathfrak{t}), \mathfrak{E}\left(V^{(j, \ell)}, W\right)\right)$ for some $\ell, 1 \leqslant \ell \leqslant m_{j}$, and that there is an $r$ in $\Omega^{\prime}(\mathfrak{s}, C)$ with $\mathfrak{s}_{r}=\mathfrak{t}$. Let us show that

$$
\bigoplus_{t \in \Omega^{\prime}(\mathfrak{s}, C)} M\left(t s^{0} r^{-1}, r s^{0} H\right) F
$$

belongs to the range of $M_{0}^{\prime}(H)$. Choose ${ }^{*} \mathfrak{a}_{1}$ so that $\widetilde{\mathfrak{t}}$ contains ${ }^{*} \mathfrak{a}_{1}$ and choose ${ }^{*} P_{1}$ so that ${ }^{*} P_{1}$ belongs to $P^{(j, \ell)}$. If $t$ belongs to $C_{x}$ then we can choose for each $s$ in $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ an element $F_{x}$ of

$$
\bigoplus_{k=1}^{m_{j_{s}}^{\prime}} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\left(j_{s}, k\right)}, W\right)\right)
$$

so that

$$
\sum_{s \in \Omega_{0}\left(\mathfrak{s}, C_{x}\right)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=M\left(t s^{0} r^{-1}, r s^{0} H\right) F
$$

for all $t$. We may as well assume then that $\tilde{\mathfrak{t}}$ is the complexification of a distinguished subspace of $\mathfrak{h}$.

Since the lemma is true for $n=m-1$ the set of $\mathfrak{t}$ in $C$ such that $\widetilde{\mathfrak{t}}$ is the complexification of a distinguished subspace satisfies the hypothesis of the second corollary to Lemma 2.13. The assertion will be proved by induction on the length of $r$. Suppose that $\mathfrak{t}^{\prime}$ is another element of $C$ such that $\widetilde{\mathfrak{t}}^{\prime}$ is the complexification of a distinguished subspace and suppose that $r=p t^{0} r^{\prime}$ where $r^{\prime}$ belongs to $\Omega\left(\mathfrak{s}, \mathfrak{t}^{\prime}\right)$ and has length one less than that of $r, t^{0}$ belongs to $\Omega\left(\mathfrak{t}^{\prime}, \mathfrak{t}^{\prime}\right)$ and leaves every element of $\widetilde{\mathfrak{t}^{\prime}}$ fixed, and $\underset{\widetilde{\mathfrak{t}}}{ }$ is a reflection in $\Omega\left(\mathfrak{t}^{\prime}, \mathfrak{t}\right)$. Choose ${ }^{*} \mathfrak{a}_{1}$ so that ${ }^{*} \mathfrak{a}_{1}$ is of dimension $m-1$, is contained in $\widetilde{\mathfrak{t}}$ and $\widetilde{\mathfrak{t}}^{\prime}$, and is such that $p$ leaves each element of ${ }^{*} \mathfrak{a}_{1}$ fixed and let ${ }^{*} P_{1}$ belong to $P^{(j, \ell)}$. There is an $x$ such that $\mathfrak{t}$ and $\mathfrak{t}^{\prime}$ both belong to $C_{x}$. Let $\mathfrak{s}_{x}=\mathfrak{t}^{\prime}$ and $s_{x}=r^{\prime}$. It has been shown that for each $s$ in $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ we can choose $F_{s}$ in

$$
\bigoplus_{k=1}^{m_{j_{s}}^{\prime}} L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}\left(V^{\left(j_{s}, k\right)}, W\right)\right)
$$

such that

$$
\sum_{s \in \Omega_{0}\left(\mathfrak{s}, C_{x}\right)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}=M\left(t s^{0} r^{\prime-1}, r^{\prime} s^{0} H\right) F
$$

for all $\mathfrak{t}$. Since the length of each $s$ in $\Omega_{0}\left(\mathfrak{s}, C_{x}\right)$ is the same as that of $r^{\prime}$, the proof may be completed by applying the induction assumption.
Corollary 1. Suppose the collections $S^{(i)}, 1 \leqslant i \leqslant r$, and the associated Eisenstein systems satisfy the conditions of Lemmas 7.2 and 7.3. Suppose moreover that if ${ }^{*} P$ is a cuspidal subgroup belonging to an element of $\{P\}$, if $\mathfrak{a}^{(i)}, 1 \leqslant i \leqslant r^{\prime}$, are the elements of $\left\{\mathfrak{a}^{(i)} \mid 1 \leqslant i \leqslant r\right\}$ which contain $\mathfrak{a}$, the split component of ${ }^{*} P$, and if, for $1 \leqslant i \leqslant r^{\prime}$, $p_{i}$ is a polynomial on ${ }^{\dagger} \mathfrak{a}^{(i)}$, the orthogonal complement of ${ }^{*} \mathfrak{a}$ in $\mathfrak{a}^{(i)}$, and $p_{j}(s H)=p_{i}(H)$ for all $H$ in ${ }^{\dagger} \mathfrak{a}^{(i)}$ and all $s$ in
${ }^{\dagger} \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ then for any $\mathfrak{s}$ in ${ }^{*} S^{(i)}$, any $P$ in ${ }^{*}\{P\}^{(i)}$, any $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$, any $\mathfrak{t}$ in ${ }^{*} S^{(j)}$, any $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, any $F^{\prime}$ in $L(S(\mathfrak{t}), \mathfrak{E}(V, W)$,$) , and any s$ in $\Omega(\mathfrak{s}, \mathfrak{t})$

$$
\left(N(s, H) d p_{i}(H) F, F^{\prime}\right) \equiv\left(N(s, H) F, d p_{j}^{*}(-s \bar{H}) F^{\prime}\right)
$$

Then for any ${ }^{*} P, p_{1}(\cdot), \ldots, p_{r^{\prime}}(\cdot), \mathfrak{s}, P, F, \mathfrak{t}, P^{\prime}$, and s as above

$$
E\left(g, d p_{i}(H) F, H\right) \equiv p_{i}(H) E(g, F, H)
$$

and

$$
N(s, H)\left(d p_{i}(H) F\right) \equiv p_{i}(H) N(s, H) F
$$

Of course the equalities above are not valid for literally all $H$ in ${ }^{\dagger} \mathfrak{s}$; rather the two sides are equal as meromorphic functions. It is enough to prove the equalities when $H$ is a general point of ${ }^{\dagger} \mathfrak{s}$. Since the two equalities are then equivalent, it is only necessary to prove one of them. Suppose first of all that $\widetilde{\mathfrak{s}}$ is the complexification of ${ }^{*}$. It was seen in the proof of Lemma 7.2 that if $H=X(\mathfrak{s})$ then $E(\cdot, F, H)$ belongs to ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$. If $\psi$ belongs to ${ }^{*} \mathfrak{D}\left(V^{\prime}, W\right)$ then

$$
\int_{{ }^{*} \Theta \backslash{ }^{* M \times K}} E(m k, F, H) \widehat{\bar{\psi}}(m k) d m d k
$$

is equal to

$$
\sum_{\mathfrak{t} \in * S^{(j)}} \sum_{s \in+\Omega(\mathfrak{s}, \mathfrak{t})}(N(s, H) F, d \Psi(-s \bar{H}))
$$

According to the remarks following the proof of Lemma 7.3,

$$
\left(N(s, H) F, d\left(p_{j}^{*} \Psi(-s \bar{H})\right)\right)=p_{i}(H)(N(s, H) F, d \Psi(-s \bar{H}))
$$

for all $s$. Thus for all $F^{\prime}$ in $\mathcal{L}(S(\mathfrak{t}), \mathfrak{E}(V, W))$

$$
\left(N(s, H) d p_{i}(H) F, F^{\prime}\right)=\left(N(s, H) F, d p_{j}^{*}(-s \bar{H}) F^{\prime}\right)=p_{i}(H)\left(N(s, H) F, F^{\prime}\right)
$$

This proves the second equality in this case. Next suppose that $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace of $\mathfrak{a}^{(i)}$. It follows from the relation (7.e) that the first equality is valid on an open set and hence on all of ${ }^{\dagger} \mathfrak{s}$.

In the general case we prove the second equality. Because of the relation (7.e) it is enough to show that if $C$ is an equivalence class in ${ }^{*} S$ and if an $\mathfrak{s}$ in $C$ such that $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace of $\mathfrak{h}$ is chosen, then for all $s$ and $t$ in $\Omega(\mathfrak{s}, C)$ and all $F$ in $\mathfrak{E}^{\left(j_{s}\right)}$

$$
M\left(t s^{0} s^{-1}, s s^{0} H\right)\left(d p_{j_{s}}\left(s s^{0} H\right) F\right)=p_{j_{s}}\left(s s^{0} H\right) M\left(t s^{0} s^{-1}, s s^{0} H\right) F
$$

It follows from Lemma 7.4 that if for a given $s$ and $F$ this relation is valid for all $t$ in $\Omega_{0}(\mathfrak{s}, C)$ then it is true for all $t$ in $\Omega(\mathfrak{s}, C)$. It has just been proved that it is valid for $s$ in $\Omega_{0}(\mathfrak{s}, C)$ and $t$ in $\Omega(\mathfrak{s}, C)$ and it remains to prove that it is valid for $s$ in $\Omega(\mathfrak{s}, C)$ and $t$ in $\Omega_{0}(\mathfrak{s}, C)$. Take such an $s$ and $t$ and let $F$ belong to $\mathfrak{E}^{\left(j_{s}\right)}$ and $F^{\prime}$ to $\mathfrak{E}^{\left(j_{t}\right)}$; then

$$
\left(M\left(t^{0} s^{-1}, s s^{0} H\right)\left(d p_{j_{s}}\left(s s^{0} H\right) F\right), F^{\prime}\right)=\left(M\left(t s^{0} s^{-1}, s s^{0} H\right) F, d p_{j_{t}}^{*}(-t \bar{H}) F^{\prime}\right)
$$

which is the complex conjugate of

$$
\left(M\left(s s^{0} t^{-1},-t \bar{H}\right)\left(d p_{j_{t}}^{*}(-t \bar{H}) F^{\prime}\right), F\right)=p_{j_{t}}^{*}(-t \bar{H})\left(M\left(s s^{0} t^{-1},-t \bar{H}\right) F^{\prime}, F\right) .
$$

Since the complex conjugate of the right hand side is

$$
p_{j_{s}}\left(s s^{0} H\right)\left(M\left(t s^{0} s^{-1}, s s^{0} H\right) F, F^{\prime}\right),
$$

we are done.
The next corollary can be obtained by an argument essentially the same as the one just given. Since it is of no great importance the proof will be omitted.
Corollary 2. If the collections $S^{(i)}, 1 \leqslant i \leqslant r$, and the associated Eisenstein systems satisfy the hypotheses of Lemmas 7.2 and 7.4, they are uniquely determined if for every cuspidal subgroup ${ }^{*} P$ of rank $m$ belonging to some element of $\{P\}$ the sets ${ }^{*} S^{(i)}, 1 \leqslant i \leqslant r$ are given and if for every $\mathfrak{s}$ in ${ }^{*} S^{(i)}$, every $P$ in ${ }^{*}\{P\}^{(i)}$, and every $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ the function $E(\cdot, X(\mathfrak{s}), F)$ is given.

It is now necessary to find some conditions on the collections $S^{(i)}, 1 \leqslant i \leqslant r$, and the associated Eisenstein systems which imply the hypotheses of Lemmas 7.2 and 7.4 and the first corollary but which are, at least in our context, easier to verify. It must be expected that they will be rather technical. For convenience, if ${ }^{*} P$ and ${ }^{\dagger} \mathfrak{a}^{(i)}, 1 \leqslant i \leqslant r^{\prime}$, are as in the first corollary we will denote the collection of $r^{\prime}$-tuples $p(\cdot)=\left(p_{1}(\cdot), \ldots, p_{r^{\prime}}(\cdot)\right)$ satisfying the conditions of that corollary by ${ }^{\dagger} \mathfrak{I}$. The collection of $r^{\prime}$-tuples $f(\cdot)=\left\{f_{1}(\cdot), \ldots, f_{r^{\prime}}(\cdot)\right\}$ where $f_{i}(\cdot)$ is a bounded analytic function on $\left\{H \in^{\dagger} \mathfrak{a}^{(i)} \mid\|\operatorname{Re} H\|<R\right\}$ and $f_{i}(H)=f_{j}(s H)$ if $s$ belongs to ${ }^{\dagger} \Omega\left(\mathfrak{a}^{(i)}, \mathfrak{a}^{(j)}\right)$ will be denoted by ${ }^{\dagger} \mathfrak{I}_{0}$. The number $R$ has been introduced in Section 4.

Lemma 7.5. Suppose that $S^{(i)}, 1 \leqslant i \leqslant r$, is a collection of distinct affine subspaces of $\mathfrak{a}^{(i)}$ which are of dimension $m$ and which are defined by equations of the form $\alpha(H)=\mu$ where $\alpha$ is a positive root of $\mathfrak{a}^{(i)}$ and $\mu$ is a complex number and suppose that there is an Eisenstein system associated to each element of $S=\bigcup_{i=1}^{r} S^{(i)}$. Suppose that if $\mathfrak{s}$ belongs to $S^{(i)}$ and $\mathfrak{a}$ is the orthogonal complement in $\mathfrak{a}^{(i)}$ of the distinguished subspace of largest dimension which is contained in $\widetilde{\mathfrak{s}}$ then $\operatorname{Re} X(\mathfrak{s})$ belongs to ${ }^{+} \mathfrak{a}$ and $X(\mathfrak{s})$ lies in $D_{i}$. Suppose also that only a finite number of elements of $S^{(i)}$ meet any compact subset of $\mathfrak{a}_{c}^{(i)}$. Finally suppose that if ${ }^{*} P$ is a cuspidal subgroup with split component ${ }^{*} \mathfrak{a}$ belonging to an element of $\{P\}$ and if $\mathfrak{a}^{(i)}$, $1 \leqslant i \leqslant r^{\prime}$, are the elements of $\left\{\mathfrak{a}^{(i)} \mid 1 \leqslant i \leqslant r\right\}$ which contain ${ }^{*} \mathfrak{a}$ then there is an orthogonal projection $Q$, which commutes with $\lambda(f)$ if $f(\cdot)$ belongs to ${ }^{\dagger} \mathfrak{I}_{0}$, of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ onto a subspace and for every positive number a and each $i$ a polynomial $r_{i}$ on ${ }^{\dagger} \mathfrak{a}^{(i)}$ which does not vanish identically on ${ }^{\dagger} \mathfrak{s}$ if $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}$ such that if $P$ belongs to ${ }^{*}\{P\}^{(i)}$, $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}, \Phi^{\prime}(\cdot)$ belongs to ${ }^{*} \mathfrak{H}(V, W)$,

$$
\Phi(\cdot)=r_{i}(\cdot) \Phi^{\prime}(\cdot)
$$

and $\Psi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ then the difference (7.p) between

$$
(R(\lambda, A) Q \widehat{\phi}, \widehat{\psi})
$$

and

$$
\sum_{\mathfrak{s} \in * S^{(i)}} \sum_{s \in \AA^{\dagger} \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}\left(N(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

and the difference (7.q) between

$$
(Q \widehat{\phi}, R(\bar{\lambda}, A) \widehat{\psi})
$$

and

$$
\begin{aligned}
\sum_{\mathfrak{s} \in * S^{(i)}} \sum_{s \in \neq \Omega^{(j)}(\mathfrak{s})} & \frac{1}{(2 \pi i)^{m}} \\
& \cdot \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}\left(N(s, H) d \Phi(H), d\left((\lambda-\langle-s \bar{H},-s \bar{H}\rangle)^{-1} \Psi(-s \bar{H})\right)\right) d H
\end{aligned}
$$

are analytic for $\operatorname{Re} \lambda<R^{2}-a^{2}$. Then for every $\mathfrak{s}$ in $S$ the set $\Omega(\mathfrak{s}, \mathfrak{s})$ contains an element which leaves each point of $\widetilde{\mathfrak{s}}$ fixed. Moreover if ${ }^{*} P$ is a cuspidal subgroup with split component ${ }^{*} \mathfrak{a}$, $P$ belongs to ${ }^{*}\{P\}^{(i)}$, $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$, $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}$, and $s$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ then $N(s, H)$ vanishes identically unless $\mathfrak{s}_{s}=\mathfrak{t}$ for some $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ and then

$$
N(s, H)=N^{*}\left(s^{-1},-s \bar{H}\right)
$$

Finally, if $F$ belongs to $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$, $F^{\prime}$ belongs to $L\left(S(\mathfrak{t}), \mathfrak{E}\left(V^{\prime}, W\right)\right)$, and $p(\cdot)$ belong to ${ }^{\dagger} \mathfrak{I}$ then

$$
\left(N(s, H) d p_{i}(H) F, F^{\prime}\right) \equiv\left(N(s, H) F, d p_{j}^{*}(-s \bar{H}) F^{\prime}\right)
$$

There is one simple assertion which is central to the proof of this lemma. We first establish it. Let $a$ be a positive number, let ${ }^{*} P$ be a cuspidal subgroup belonging to some element of $\{P\}$, let $\mathfrak{s}$ belong to ${ }^{*} S^{(i)}$, let $P$ belong to ${ }^{*}\{P\}^{(i)}$, let $P^{\prime}$ belong to ${ }^{*}\{P\}^{(j)}$ and suppose that for each $\mathfrak{s}$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ there is a given function $M(s, H)$ on ${ }^{\dagger} \mathfrak{s}$ with values in the space of linear transformations from $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ to $S\left(\mathfrak{s}_{s}\right) \otimes \mathfrak{E}\left(V^{\prime}, W\right)$ such that $\left(M(s, H) F, F^{\prime}\right)$ is meromorphic on ${ }^{\dagger} \mathfrak{s}$ for all $F$ and $F^{\prime}$ and vanishes identically if the order of $F$ or of $F^{\prime}$ is sufficiently large. Suppose that if

$$
\Phi(\cdot)=r_{i}(\cdot) \Phi^{\prime}(\cdot)
$$

with $\Phi^{\prime}(\cdot)$ in ${ }^{*} \mathfrak{H}(V, W)$ and $\Psi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ then

$$
(M(s, H) d \Phi(H), d \Psi(-s \bar{H}))
$$

is analytic on the closure of $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), a\right)$ for all $s$ and

$$
\sum_{s \in \AA^{\left(\Omega^{(j)}(\mathfrak{s})\right.}} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a}\right.}\left(M(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

is analytic for $\operatorname{Re} \lambda<R^{2}-a^{2}$; then if

$$
\operatorname{Re}\langle X(\mathfrak{s}), X(\mathfrak{s})\rangle>R^{2}-a^{2}
$$

each of the functions $M(s, \cdot)$ is identically zero. Suppose not and suppose that $M(s, H) F$ vanishes identically for all $s$ if the order of $F$ is greater than $n$ but that for some $s$ and some $F=F_{0}$ of order $n$ the function $M(s, H) F_{0}$ does not vanish identically. There are polynomials $h_{k}, 1 \leqslant k \leqslant \ell$ on ${ }^{\dagger} \mathfrak{a}^{(i)}$ and functions $\Phi_{i}, 1 \leqslant k \leqslant \ell$, in $\mathfrak{E}(V, W)$ such that the order of

$$
F_{0}-d\left(\sum_{k} h_{k}(H) \Phi_{k}\right)
$$

is greater than $n$. Let

$$
\Phi^{\prime}(\cdot)=f(\cdot)\left\{\sum_{k=1}^{\ell} h_{k}(\cdot) \Phi_{k}\right\}
$$

with some scalar valued function $f(\cdot)$; then

$$
\begin{aligned}
\left(M ( s , H ) d \left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right.\right. & , d \Psi(-s \bar{H})) \\
& =(\lambda-\langle H, H\rangle)^{-1} f(H) r_{i}(H)\left(M(s, H) F_{0}, d \Psi(-s \bar{H})\right)
\end{aligned}
$$

Let

$$
g(H)=\sum_{s \in \nmid \Omega^{(j)}(\mathfrak{s})} r_{i}(H)\left(M(s, H) F_{0}, d \Psi(-s \bar{H})\right)
$$

Then

$$
\int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}(\lambda-\langle H, H\rangle)^{-1} f(H) g(H) d H
$$

is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. Let $B$ be the unit sphere in $\tilde{\mathfrak{s}} \cap^{\dagger} \mathfrak{a}^{(i)}$ and let $d B$ be the volume element on $B$. Set

$$
\xi(r)=\int_{B} f\left(X(\mathfrak{s})+i r^{1 / 2} H\right) g\left(H X(\mathfrak{s})+i r^{1 / 2} H\right) d B
$$

If $\langle\operatorname{Re} X(\mathfrak{s}), \operatorname{Re} X(\mathfrak{s})\rangle=\mu$ and $\langle\operatorname{Im} X(\mathfrak{s}), \operatorname{Im} X(\mathfrak{s})\rangle=\nu$ then

$$
\zeta(\lambda)=\int_{0}^{a^{2}-\nu}(\lambda+r)^{-1} \xi(r) r^{n / 2-1} d r
$$

is analytic for

$$
\operatorname{Re} \lambda>R^{2}-a^{2}-\mu+\nu
$$

and the right side is negative. On the other hand if $0<\varepsilon<a^{2}-\nu$,

$$
\lim _{\delta \searrow 0} \frac{1}{2 \pi i}\{\zeta(-\varepsilon+i \delta)-\zeta(-\varepsilon-i \delta)\}=\xi(\varepsilon) \varepsilon^{n / 2-1}
$$

so that

$$
\xi(r)=0
$$

for $0<r<\mu+a^{2}-R^{2}-\nu$ and hence for all $r$. Since $f(H)$ can be taken to be the product of $\exp \langle H, H\rangle$ and any polynomial we conclude that $g(H)$ vanishes identically. A simple approximation argument which has been used implicitly before allows us to conclude that

$$
M(s, H) F_{0}=0
$$

for all $s$ and this is a contradiction.
Let ${ }^{*} P$ be a cuspidal subgroup belonging to some element of $\{P\}$, let $P$ belong to ${ }^{*}\{P\}^{(i)}$, let $P^{\prime}$ belong to ${ }^{*}\{P\}^{(j)}$, and let $\mathfrak{s}$ belong to ${ }^{*} S^{(i)}$. Let $q(\cdot)$ be a polynomial on $\mathfrak{a}^{(i)}$ which vanishes to such a high order on every element $\mathfrak{t}$ of ${ }^{*} S^{(j)}$ different from $\mathfrak{s}$ itself that if $\mathfrak{t}$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{t})$ then $N(t, H) \circ d q(H)$ vanishes identically on ${ }^{\dagger} \mathfrak{t}$ and to such a high order on every space $\mathfrak{t}_{t}$, with $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ and $t$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{t})$, different from $\mathfrak{s}$ itself that $d^{*} q(-t \bar{H}) N(t, H)$ vanishes identically on ${ }^{\dagger} \mathfrak{t}$ but which does not vanish identically on $\mathfrak{s}$ itself. Of course $d^{*} q(H)$ is defined by the condition that

$$
\left(d^{*} q(H) T, F\right)=(T, d q(H) F)
$$

for all $T$ in $S\left(\mathfrak{t}_{t}\right) \otimes \mathfrak{E}(V, W)$ and all $F$ in $L\left(S\left(\mathfrak{t}_{t}\right), \mathfrak{E}(V, W)\right)$. In 7.p replace $\Phi(\cdot)$ by $q(\cdot) \Phi(\cdot)$ and let

$$
\Psi(\cdot)=r_{j}(\cdot) \Psi^{\prime}(\cdot)
$$

and in (7.q) replace $j$ by $i, \lambda$ by $\bar{\lambda}, \Phi(\cdot)$ by

$$
\Psi(\cdot)=r_{j}(\cdot) \Psi^{\prime}(\cdot)
$$

and $\Psi(\cdot)$ by $q(\cdot) \Phi(\cdot)$; then subtract the complex conjugate of (7.q) from 7.p). Since the complex conjugate of $(Q \widehat{\psi}, R(\lambda, A) \widehat{\phi})$ is

$$
(R(\lambda, A) Q \widehat{\phi}, \widehat{\psi})
$$

the result is

$$
\sum_{s \in \AA^{\dagger} \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}\left(M(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), \Psi(-s \bar{H})\right) d H
$$

where $M(s, H)$ equals

$$
d^{*} r_{j}(-s \bar{H}) N(s, H) d q(H)
$$

if $\mathfrak{s}_{s}$ does not belong to ${ }^{*} S^{(j)}$ and equals

$$
d^{*} r_{j}(-s \bar{H})\left\{N(s, H)-N^{*}\left(s^{-1},-s \bar{H}\right)\right\} d q(H)
$$

if $\mathfrak{s}_{s}$ does belong to ${ }^{*} S^{(j)}$. Since $a$ can be taken as large as necessary we conclude that

$$
N(s, H) \equiv 0
$$

if $\mathfrak{s}_{s}$ does not belong to * $S^{(j)}$ and that

$$
N(s, H) \equiv N^{*}\left(s^{-1},-s \bar{H}\right)
$$

if $\mathfrak{s}_{s}$ does belong to ${ }^{*} S^{(j)}$. If $f(\cdot)$ belong to ${ }^{\dagger} \mathfrak{I}_{0}$ then

$$
(R(\lambda, A) Q \lambda(f) \widehat{\phi}, \widehat{\psi})=\left(R(\lambda, A) Q \widehat{\phi}, \lambda\left(f^{*}\right) \widehat{\psi}\right)
$$

Thus we can also conclude that if

$$
M(s, H)=\left\{N(s, H) d f(H)-d^{*}\left(f^{*}(-s \bar{H})\right) N(s, H)\right\} d q(H)
$$

then

$$
\sum_{s \in \Omega^{+(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}\left(M(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), \Psi(-s \bar{H})\right) d H
$$

is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. Consequently

$$
N(s, H) d f(H)=d^{*}\left(f^{*}(-s \bar{H})\right) N(s, H)
$$

for $f(\cdot)$ in ${ }^{\dagger} \mathfrak{I}_{0}$ and hence, by a simple approximation argument, for $f(\cdot)$ in ${ }^{\dagger} \mathfrak{I}$. The first assertion of the lemma has still to be proved.

Suppose $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}$. Let ${ }^{*} P$ be a cuspidal subgroup belonging to some element of $\{P\}$ such that $E(\cdot, \cdot, \cdot)$ is not identically zero for some $P$ in ${ }^{*}\{P\}^{(i)}$. Suppose that $E(\cdot, F, \cdot) \equiv 0$
if $O(F)>n$ but $E(\cdot, F, \cdot) \not \equiv 0$ for some $F$ in $O(F)=n$. Let $h(\cdot)$ be a polynomial on $\mathfrak{a}_{c}^{(i)}$ such that

$$
h(H-X(s))=p_{X}(H)
$$

where $X$ lies in $S(\mathfrak{s})$ and is homogeneous of degree $n$, and such that

$$
E(\cdot, d h(H) F, \cdot) \not \equiv 0
$$

for some $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$. We first show that if we take $P^{\prime}=P$ then for some $\mathfrak{s}$ in ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{s})$ the function

$$
d^{*}\left(h^{*}(-s \bar{H})\right) N(s, H) d h(H) \not \equiv 0
$$

Suppose the contrary. Fix some positive number $a$ with

$$
\langle\operatorname{Re} X(\mathfrak{s}), \operatorname{Re} X(\mathfrak{s})\rangle>R^{2}-a^{2}
$$

Choose $q(\cdot)$ as above; let $\Phi^{\prime}(\cdot)$ belong to ${ }^{*} \mathfrak{H}(V, W)$; and set

$$
\Phi(\cdot)=r_{i}(\cdot) q(\cdot) h(\cdot) \Phi^{\prime}(\cdot)
$$

Replacing $\Psi(\cdot)$ by $\Phi(\cdot)$ in 7.q we obtain $(R(\lambda, A) Q \widehat{\phi}, Q \widehat{\phi})$, which must be analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. It follows from Theorem 5.10 of [21] that $Q \widehat{\phi}$ belongs to the range of $E\left(R^{2}-a^{2}\right)$. However, if this is so then for any $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$ and any $\Psi(\cdot)$ in ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ the function $(R(\lambda, A) Q \widehat{\phi}, \widehat{\psi})$ is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$; consequently

$$
\sum_{s \in \dagger \Omega^{(i)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), a)}\right.}\left(N(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. Thus

$$
N(s, H) d h(H) \equiv 0
$$

for all $s$ which is impossible. In particular there is some $s$ in $\Omega(\mathfrak{s}, \mathfrak{s})$. For such an $s$,

$$
s X(\mathfrak{s})=-\bar{X}(\mathfrak{s})
$$

consequently $\langle X(\mathfrak{s}), X(\mathfrak{s})\rangle$ is real. Choose $\Phi$ in $\mathfrak{E}(V, W)$ so that

$$
d^{*}\left(h^{*}(-s \bar{H})\right) N(s, H) d(h(H) \Phi) \not \equiv 0
$$

for some $s$ in ${ }^{\dagger} \Omega^{(i)}(\mathfrak{s}, \mathfrak{s})$. If

$$
\Phi(\cdot)=f(\cdot) r_{i}(\cdot) q(\cdot) h(\cdot) \Phi
$$

and

$$
\Psi(\cdot)=g(\cdot) r_{i}(\cdot) q(\cdot) h(\cdot) \Psi
$$

and if $b<a$, and $\mu=\langle X(\mathfrak{s}), X(\mathfrak{s})\rangle-b^{2}$ then

$$
((I-E(\mu)) Q \widehat{\phi}, \widehat{\psi})=\frac{1}{(2 \pi i)^{m}} \sum_{s \in \uparrow^{\top} \Omega^{(i)}(\mathfrak{s}, \mathfrak{s})} \int_{U\left(\dagger_{\mathfrak{s}, X(\mathfrak{s}), b)}\right.} f(H) g(-s \bar{H}) \xi(s, H) d H
$$

with

$$
\xi(s, H)=\left(N(s, H) d\left(r_{i}(H) q(H) h(H) \Phi\right), d\left(r_{i}(H) q(H) h(H) \Psi\right)\right)
$$

For some $s$ the function $\xi(s, H)$ does not vanish identically. Consequently the expression on the right is a positive semi-definite Hermitian symmetric form in $f(\cdot)$ and $g(\cdot)$ which does
not vanish identically. A simple approximation argument shows that there must be an $s^{0}$ in ${ }^{\dagger} \Omega^{(i)}(\mathfrak{s}, \mathfrak{s})$ such that $H=-s^{0} H$ for all $H$ in $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), b\right)$. Choosing $b$ sufficiently close to $a$ we conclude that $H=-s^{0} \bar{H}$ for all $H$ in $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ and that $s^{0}$ leaves every element of $\widetilde{\mathfrak{s}}$ fixed.

Collections of subspaces and Eisenstein systems satisfying the conditions of Lemma 7.5 are just what we need to describe the spectral decomposition of the spaces ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$. Let us see how to associate to each such collection a closed subspace of each of the spaces ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$.
Lemma 7.6. Suppose that $S^{(i)}, 1 \leqslant i \leqslant r$, is a collection of distinct affine subspaces of $\mathfrak{a}^{(i)}$ and that if $\mathfrak{s}$ belongs to $S=\bigcup_{i=1}^{r} S^{(i)}$ there is given an Eisenstein system belonging to $\mathfrak{s}$. Suppose that $S$ and the associated Eisenstein systems satisfy the hypotheses of Lemma 7.5. Let ${ }^{*} P$ be a cuspidal subgroup belonging to some element of $\{P\}$ and let ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$ be the closed subspace of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ generated by functions of the form $(I-E(\lambda)) Q \widehat{\phi}$ where $\lambda$ and $\Phi(\cdot)$ are such that for some positive number a, some $i$, and some $P$ in ${ }^{*}\{P\}^{(i)}$ the inequality $R^{2}-\lambda<a^{2}$ is satisfied and

$$
\Phi(\cdot)=r_{i}(\cdot) \Phi^{\prime}(\cdot)
$$

with $\Phi^{\prime}(\cdot)$ in ${ }^{*} \mathfrak{H}(V, W)$. Let $C_{1}, \ldots, C_{u}$ be the equivalence classes in ${ }^{*} S$ and for each $x$, $1 \leqslant x \leqslant u$, choose $\mathfrak{s}_{x}$ in $C_{x}$ such that $\widetilde{\mathfrak{s}}_{x}$ is the complexification of a distinguished subspace of $\mathfrak{h}$. If $P$ belongs to $\{P\}^{(i)}$ and $\Phi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}(V, W)$ then

$$
\sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} E\left(g, d \Phi\left(s s_{x}^{0} H\right), s s_{x}^{0} H\right)
$$

is analytic on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$, where

$$
\Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)=\left\{s \in \Omega\left(\mathfrak{s}_{x}, C_{x}\right) \mid j_{s}=i\right\}
$$

and if $\omega_{x}$ is the number of elements in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$ then

$$
\phi(g, a)=\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}_{x}}, X\left(\mathfrak{s}_{x}\right), a\right)} \sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} E\left(g, d \Phi\left(s s_{x}^{0} H\right), s s_{x}^{0} H\right) d H
$$

belongs to ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$ and the projection of $\widehat{\phi}$ on ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$ is equal to

$$
\lim _{a \rightarrow \infty} \phi(\cdot, a) .
$$

Moreover if $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ and $\Psi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ then

$$
\sum_{t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)} \sum_{\left.s \in \Omega^{(i)}\right)\left(\mathfrak{s}_{x}, C_{x}\right)}\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right)
$$

is analytic on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ and the inner product of the projections of $\widehat{\phi}$ and $\hat{\psi}$ on

$$
{ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)
$$

is equal to

$$
\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi i)^{m}} \int \sum \sum\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H
$$

The inner sums are over $t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)$ and $s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)$. The integral is over

$$
U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)
$$

Suppose $a$ is a positive number, $P$ belongs to *\{P\} ${ }^{(i)}$,

$$
\Phi(\cdot)=r_{i}(\cdot) \Phi^{\prime}(\cdot)
$$

with $\Phi^{\prime}(\cdot)$ in ${ }^{*} \mathfrak{H}(V, W), P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$, and $\Psi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$. To begin the proof of the lemma we calculate the inner product $((I-E(\lambda)) Q \widehat{\phi}, \widehat{\psi})$ when $\lambda>R^{2}-a^{2}$. Choose $\beta>R^{2}, \alpha=\lambda$, and $\gamma>0$; according to Theorem 5.10 of [21]

$$
((I-E(\lambda)) Q \widehat{\phi}, \widehat{\psi})=\lim _{\delta \rightarrow 0} \frac{1}{2 \pi i} \int_{C(\alpha, \beta, \gamma, \delta)}(R(z, A) Q \widehat{\phi}, \widehat{\psi}) d z
$$

Since (7.p) is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$ it follows from the first corollary to Lemma 7.4 that the right side equals

$$
\lim _{\delta \rightarrow 0} \frac{1}{2 \pi i} \int_{C(\alpha, \beta, \gamma, \delta)}\left\{\sum \sum \frac{1}{(2 \pi i)^{m}} \int(z-\langle H, H\rangle)^{-1}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H\right\} d z
$$

The sums are over $\mathfrak{s} \in{ }^{*} S^{(i)}$ and $s \in{ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$. The inner integral is over $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), a\right)$. Let

$$
\langle X(\mathfrak{s}), X(\mathfrak{s})\rangle=\mu(\mathfrak{s})
$$

Then $a>(\mu(\mathfrak{s})-\lambda)^{1 / 2}$; so this limit equals
which we prefer to write as

$$
\begin{equation*}
\sum_{x=1}^{u} \sum \sum \frac{1}{\omega_{x}(2 \pi i)^{m}} \int\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H \tag{7.r}
\end{equation*}
$$

The inner sums are over $t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)$ and $s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)$. The inner integral is over $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right),\left(\mu\left(\mathfrak{s}_{x}\right)-\lambda\right)^{1 / 2}\right)$. It should perhaps be observed that if $H$ belongs to $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ then

$$
-t \bar{H}=t s_{x}^{0} H
$$

Let

$$
\mathfrak{X}(V, W)=\sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} L\left(S\left(\left(\mathfrak{s}_{x}\right)_{s}\right), \mathfrak{E}(V, W)\right), \quad 1 \leqslant x \leqslant u
$$

and define $\mathfrak{X}_{x}\left(V^{\prime}, W\right)$ is a similar fashion. If $F=\bigoplus F_{s}$ belongs to $\mathfrak{X}_{x}(V, W)$ and $F^{\prime}=\bigoplus F_{s}^{\prime}$ belongs to $\mathfrak{X}_{x}\left(V^{\prime}, W\right)$ let

$$
\left[F, F^{\prime}\right]=\sum_{t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)} \sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)}\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) F_{s}, F_{t}^{\prime}\right) .
$$

Of course $\left[F, F^{\prime}\right]$ depends on $H$. A simple approximation argument shows that, when $H$ belongs to $U\left(\mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$,

$$
\begin{equation*}
[F, F] \geqslant 0 ; \quad\left|\left[F, F^{\prime}\right]\right|^{2} \leqslant[F, F]\left[F^{\prime}, F^{\prime}\right] \tag{7.s}
\end{equation*}
$$

At this point we need to remind ourselves of a number of simple facts from the theory of integration (cf. [5, Ch. II]). Let $\mathcal{L}_{x}(V, W ; \lambda)$ be the space of all functions

$$
F(H)=\bigoplus F_{s}(H)
$$

on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right),\left(\mu\left(\mathfrak{s}_{x}\right)-\lambda\right)^{1 / 2}\right)$ with values in $\mathfrak{X}_{x}(V, W)$ such that $[F(H), F]$ is measurable for every $F$ in $\mathfrak{X}_{x}(V, W)$,

$$
F_{s s_{x}^{0} r}(H)=F_{s}\left(s_{x}^{0} r H\right)
$$

for all $r$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$, and
is finite. If two functions whose difference has norm zero are identified, $\mathcal{L}_{x}(V, W ; \lambda)$ becomes a Hilbert space.

$$
\bigoplus_{x=1}^{u} \mathcal{L}_{x}(V, W ; \lambda)=\mathcal{L}(V, W ; \lambda)
$$

is also a Hilbert space with the dense subset

$$
\mathfrak{K}(V, W ; \lambda)=\left\{\bigoplus_{x=1}^{u} \bigoplus_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} d \Phi\left(s s_{x}^{0} H\right) \mid \Phi(\cdot)=r_{i}(\cdot) \Phi^{\prime}(\cdot), \Phi^{\prime}(\cdot) \in^{*} \mathfrak{H}(V, W)\right\} .
$$

The map

$$
\Phi(\cdot) \rightarrow(I-E(\lambda)) Q \widehat{\phi}
$$

can be extended to an isometric map of $\mathcal{L}(V, W ; \lambda)$ into ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$

$$
F(\cdot) \rightarrow \widehat{f}
$$

where

$$
F(\cdot)=\bigoplus_{x=1}^{u} F_{x}(\cdot) .
$$

Let $\mathcal{L}_{x}(V, W)$ be the set of all functions

$$
F(\cdot)=\bigoplus F_{s}(\cdot)
$$

on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ with values in $\mathfrak{X}_{x}(V, W)$ such that $[F(H), F]$ is measurable for every $F$ in $\mathfrak{X}_{x}(V, W)$,

$$
F_{s s_{x}^{0} r}(H)=F_{s}\left(r s_{x}^{0} H\right)
$$

for all $r$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$, and

$$
\frac{1}{\omega_{x}(2 \pi)^{m}} \int_{U\left(\dagger_{\mathfrak{t}_{x}, X\left(\mathfrak{s}_{x}\right), \infty}\right)}[F(H), F(H)]|d H|=\|F(\cdot)\|^{2}
$$

is finite. The set $\mathcal{L}_{x}(V, W)$ is also a Hilbert space; let

$$
\bigoplus_{x=1}^{u} \mathcal{L}_{x}(V, W)=\mathcal{L}(V, W)
$$

The spaces $\mathcal{L}(V, W ; \lambda)$ can be regarded as subspaces of $\mathcal{L}(V, W)$ and $\bigcup_{\lambda} \mathcal{L}(V, W ; \lambda)$ is dense in $\mathcal{L}(V, W)$. The map $F(\cdot) \rightarrow \widehat{f}$ can be extended to an isometric mapping of $\mathcal{L}(V, W)$ into ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$. It follows readily from (7.r) that if $F(\cdot)$ belongs to $\mathcal{L}(V, W)$ and $G(\cdot)$ belong to $\mathcal{L}\left(V^{\prime}, W\right)$ then

$$
(\widehat{f}, \widehat{g})=\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi)^{m}} \int_{U\left(\dagger_{\mathfrak{s}_{x}}, X\left(\mathfrak{s}_{x}\right), \infty\right)}[F(H), G(H)]|d H|
$$

Let $F^{x}(\cdot)=\bigoplus F_{s}^{x}(\cdot), 1 \leqslant x \leqslant u$, be a function in $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ with values in $\mathfrak{X}_{x}(V, W)$ such that

$$
F_{s s_{x}^{0} r}^{x}(H)=F_{s}\left(r s_{x}^{0} H\right)
$$

for all $r$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$ and suppose that if $G(\cdot)=\bigoplus_{x=1}^{u} G_{x}(\cdot)$ belongs to $\mathfrak{K}(V, W ; \lambda)$ for some $\lambda$ then $\left[F_{x}(H), G_{x}(H)\right]$ is measurable for $1 \leqslant x \leqslant u$ and

$$
\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi)^{m}} \int_{U\left(\dagger_{\mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right),\left(\mu\left(\mathfrak{s}_{x}\right)-\lambda\right)^{1 / 2}}\left[F_{x}(H), G_{x}(H)\right] d H\right.}
$$

is defined and is at most $c\|G(\cdot)\|$ where $c$ is some constant. Then $F(\cdot)$ belongs to $\mathcal{L}(V, W)$ and its norm is at most $c$.

If $\Phi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}(V, W)$ and

$$
F_{x}(H)=\bigoplus_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} d \Phi\left(s s_{x}^{0} H\right)
$$

this condition is satisfied with $c=\|\widehat{\Phi}\|$. If $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ and $\Psi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ it then follows from (7.s) that

$$
\sum_{t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)} \sum_{\left.s \in \Omega^{(i)}\right)\left(\mathfrak{s}_{x}, C_{x}\right)}\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right)
$$

is integrable on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$. However, it is a meromorphic function with singularities which lie along hyperplanes of the form $\alpha(H)=\mu$; so it is integrable over $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ only if it is analytic on this set. Applying the map $F(\cdot) \rightarrow \widehat{f}$ to the above element of $\mathcal{L}(V, W)$ we obtain a function $\phi^{\prime}$ in ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$. To prove the final assertion of the lemma it is sufficient to show that $\phi^{\prime}$ is the projection of $\widehat{\phi}$ on ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$ or that

$$
((I-E(\lambda)) Q \widehat{\psi}, \widehat{\phi})=\left((I-E(\lambda)) Q \widehat{\psi}, \phi^{\prime}\right)
$$

whenever there is a positive number $a$ and a $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$ for some $j$ such that $R^{2}-\lambda<a^{2}$ and $\Psi(\cdot)=r_{j}(\cdot) \Psi^{\prime}(\cdot)$ with $\Psi^{\prime}(\cdot)$ in ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$. This follows from the formula (7.r) with $\Phi(\cdot)$ and $\Psi(\cdot)$ interchanged.

Take $\Phi(\cdot)$ as in the last paragraph and suppose that for some $x$

$$
\sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)} E\left(\cdot, d \Phi\left(s s_{x}^{0} H\right), s s_{x}^{0} H\right)=E(\cdot, H)
$$

is not analytic on $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$. Let $\mathfrak{t}$ be a singulary hyperplane which intersects $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$. Select a unit normal to $\mathfrak{t}$, take an arbitrary analytic function $g(\cdot)$ on ${ }^{\dagger} \mathfrak{s}$,
and consider $\operatorname{Res}_{\mathrm{t}}\{g(H) E(\cdot, H)\}$. If $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ for some $j$ and $\psi$ belongs to * $\mathfrak{D}(V, W)$ then

$$
\int_{{ }^{*} \Theta \backslash{ }^{*} M \times K} \operatorname{Res}_{\mathfrak{t}}\{g(H) E(m k, H)\} \widehat{\bar{\psi}}(m k) d m d k
$$

is equal to

$$
\operatorname{Res}_{\mathfrak{t}}\left\{\int_{{ }^{*} \Theta \backslash{ }^{*} M \times K} g(H) E(m k, H) \hat{\bar{\psi}}(m k) d m d k\right\}
$$

If $\psi$ is the Fourier transform of $\Psi(\cdot)$ the expression in brackets is equal to

$$
g(H) \sum_{t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)} \sum_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)}\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right)
$$

Since no singular hyperplanes of this function intersect $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), \infty\right)$ the residue is zero. Comparing this conclusion with Lemma 3.7 we obtain a contradiction. Suppose that $\phi^{\prime}(\cdot, a)$ is the image in ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$ of the element

$$
\bigoplus_{x=1}^{u} F_{x}(H)
$$

of $\mathcal{L}(V, W)$ where

$$
F_{x}(H)=\bigoplus_{s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C\right)} d \Phi\left(s s_{x}^{0} H\right)
$$

if $\|\operatorname{Im} H\|<a$ and $F_{x}(H)=0$ if $\|\operatorname{Im} H\| \geqslant a$. Certainly the limit of $\phi^{\prime}(\cdot, a)$ as $a$ approaches infinity is equal to the function $\phi^{\prime}$ of the previous paragraph. To complete the proof of the lemma it has to be shown that $\phi^{\prime}(\cdot, a)=\phi(\cdot, a)$. To do this we show that if $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$ for some $j$ and $\psi$ belongs to ${ }^{*} \mathfrak{D}(V, W)$ then

$$
\left(\phi^{\prime}(\cdot, a), \widehat{\psi}\right)=(\phi(\cdot, a), \widehat{\psi})
$$

Now $(\phi(\cdot, a), \widehat{\psi})$ is equal to

$$
\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi i)^{m}} \int \sum\left\{\int_{{ }^{*} \Theta \backslash^{*} M \times K} E\left(m k, d \Phi\left(s s_{x}^{0} H\right), s s_{x}^{0} H\right) \widehat{\bar{\psi}}(m k) d m d k\right\} d H
$$

The outer integral is over $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), a\right)$ and the inner sum is over $s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)$. Referring to (7.a) we see that if $\psi$ is the Fourier transform of $\Psi(\cdot)$ this equals

$$
\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi i)^{m}} \int \sum_{t} \sum_{s}\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H
$$

which is, of course, equal to $\left(\phi^{\prime}(\cdot, a), \widehat{\psi}\right)$.
There is a corollary to this lemma which is of great importance to us.
Corollary. Let ${ }^{*} P$ be a cuspidal subgroup belonging to some element of $\{P\}$ let $P$ belong to ${ }^{*}\{P\}^{(i)}$, let $\mathfrak{s}$ belong to ${ }^{*} S^{(i)}$ and let $F$ belong to $L(S(\mathfrak{s}), \mathfrak{E}(V, W)$ ). If $\mathfrak{a}$ is the largest distinguished subspace which $\widetilde{\mathfrak{s}}$ contains and if $r$ is the inverse image in $\mathfrak{s}$ of a singular hyperplane of the function $E(\cdot, F, H)$ on ${ }^{\dagger} \mathfrak{s}$ which meets $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ then $\widetilde{r}$ contains $\mathfrak{a}$.

Suppose that $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace $\mathfrak{a}$ of $\mathfrak{h}$. The assertion in this case is that $E(\cdot, F, H)$ has no singular hyperplanes which meet $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ and it will be proved by induction on $\operatorname{dim} \mathfrak{a}-\operatorname{dim} * \mathfrak{a}$. We first take this difference to be one. Let $H_{0}$ be a unit vector in ${ }^{\dagger} \mathfrak{s} \cap \mathfrak{a}^{(i)}$. If $X$ is a singular point of $E(\cdot, F, H)$ lying in $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ let

$$
E\left(g, F, X+i z H_{0}\right)=\sum_{k=-m}^{\infty} z^{k} E_{k}(g)
$$

with $m>0$ and $E_{-m}(g) \not \equiv 0$. If $\mathfrak{s}$ belongs to $C_{x}$ choose $\mathfrak{s}_{x}=\mathfrak{s}$ and let $F^{n}(\cdot)$, for sufficiently large $n$, be that element of $\mathcal{L}_{x}(V, W)$ such that $F_{s}^{n}(H)$ vanishes identically if $s$ is not in ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{s}), F_{s^{0}}(H)$ equals $n z^{m} F$ if $H=X+i z H_{0}$ with $1 / 2 n<z<1 / n$ and equals zero otherwise, and $F_{r}(H)=F_{s^{0}}\left(r s^{0} H\right)$ if $r$ belongs to ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{s})$. Since, for large $n$,

$$
\left\|F^{n}(\cdot)\right\|^{2}=n^{2} / 2 \pi \int_{1 / 2 n}^{1 / n}\left(N\left(s^{0}, X\right) F, F\right) d z
$$

we conclude that $\lim _{n \rightarrow \infty}\left\|F^{n}(\cdot)\right\|^{2}=0$. Let $f^{n}$ be the image of $F^{n}(\cdot)$ in ${ }^{*} \mathcal{L}^{\prime}(\{P\},\{V\}, W)$. An argument like that used in the proof of the lemma shows that

$$
\begin{aligned}
f^{n}(g) & =n / 2 \pi \int_{1 / 2 n}^{1 / n} z^{m} E\left(g, F, X+i z H_{0}\right) d z \\
& =n / 2 \pi \sum_{k=-m}^{\infty} \int_{1 / 2 n}^{1 / n} z^{m+k} E_{k}(g) d z
\end{aligned}
$$

so that

$$
\lim _{n \rightarrow \infty} f^{n}(g)=\frac{1}{4 \pi} E_{-m}(g)
$$

uniformly on compact sets. Comparing the two results we conclude that $E_{-m}(g) \equiv 0$, and this is impossible.

Suppose that $\operatorname{dim} \mathfrak{a}-\operatorname{dim}^{*} \mathfrak{a}=n$ is greater than one and that the assertion is true when $\operatorname{dim} \mathfrak{a}-\operatorname{dim}{ }^{*} \mathfrak{a}$ is less than $n$. If $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ belongs to the same equivalence class as $\mathfrak{s}$, if $P$ belongs to *$\{P\}^{(i)}$, if $F$ belongs to $L\left(S(\mathfrak{s}), \mathfrak{E}(V, W)\right.$ ), if $P^{\prime}$ belongs to ${ }^{*}\{P\}^{(j)}$, if $F^{\prime}$ belongs to $L\left(S(\mathfrak{t}), \mathfrak{E}(V, W)\right.$ ), if $s$ belongs to ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{s})$, and if $t$ belongs to ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ then

$$
\left|\left(N\left(t s^{0} s^{-1}, s s^{0} H\right) F, F^{\prime}\right)\right|^{2}
$$

is at most

$$
\left(N\left(s s^{0} s^{-1}, s s^{0} H\right) F, F\right)\left(N\left(t s^{0} t^{-1}, t s^{0} H\right) F^{\prime}, F^{\prime}\right)
$$

which in turn equals

$$
\left(N\left(s^{0}, s s^{0} H\right) F, F\right)\left(N\left(t^{0}, t s^{0} H\right) F^{\prime}, F^{\prime}\right)
$$

if $H$ belongs to $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$. Consequently if a singular hyperplane of the function $\left(N\left(t s^{0} s^{-1}, s s^{0} H\right) F, F^{\prime}\right)$ meets $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ it must be a singular hyperplane of

$$
\left(N\left(t^{0}, t s^{0} H\right) F^{\prime}, F^{\prime}\right)
$$

This fact will be used to show that, if for some $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ the hyperplane ${ }^{\dagger}{ }^{\dagger}$ meets $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ and is a singular hyperplane of $E(\cdot, F, H)$, then for some $j$, some $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ such that the largest distinguished subspace contained in $\widetilde{\mathfrak{t}}$ is larger than ${ }^{*} \mathfrak{a}$, some $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, some $F^{\prime}$ in $L\left(S(\mathfrak{t}), \mathfrak{E}\left(V^{\prime}, W\right)\right)$, and some $t$ in $\Omega(\mathfrak{s}, \mathfrak{t})$ the function $\left(N\left(t^{0}, t s^{0} H\right) F^{\prime}, F^{\prime}\right)$
has ${ }^{\dagger} \mathfrak{r}$ as a singular hyperplane. Suppose not, and let $\mathfrak{r}$ be the inverse image of ${ }^{\dagger} \mathfrak{r}$ in $s$. Select a unit normal to $\mathfrak{r}$ and consider the function $\operatorname{Res}_{\mathfrak{r}} E(\cdot, \cdot, \cdot)$ defined on

$$
{ }^{*} A^{*} T \backslash G \times L(S(\mathfrak{r}), E(V, W)) \times\left\{^{\dagger} \mathfrak{r}\right\} .
$$

If $r$ belongs to ${ }^{\dagger} \Omega^{(j)}(\mathfrak{r})$ for some $j$, then $\operatorname{Res}_{\mathfrak{r}} N(r, \cdot)$ is zero unless there is a $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ such that the largest distinguished subspace contained in $\tilde{\mathfrak{t}}$ is ${ }^{*} \mathfrak{a}$, and a $t$ in ${ }^{\dagger} \Omega(\mathfrak{s}, \mathfrak{t})$ such that $r$ is the restriction to $\mathfrak{r}$ of $t$. Then

$$
\operatorname{Re}\{-r(X(\mathfrak{r}))\}=-r(X(\mathfrak{s}))=X(\mathfrak{t})
$$

belongs to ${ }^{+}\left({ }^{\dagger} \mathfrak{a}^{(j)}\right)$. It follows from the corollary to Lemma 5.1 that if $F$ is in $L(S(\mathfrak{r}), \mathfrak{E}(V, W))$ and $\operatorname{Res}_{\mathfrak{r}} E(\cdot, F, H)$ is defined at $H$ in $U\left({ }^{\dagger} \mathfrak{r}, X(\mathfrak{r}), \infty\right)$, then it belongs to ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$. Choosing such an $H$ which is not real we contradict Lemma 7.3.

Let us, for brevity, call those $\mathfrak{s}$ in $S$ such that $\widetilde{\mathfrak{s}}$ is the complexification of a distinguished subspace principal. To complete the induction and to prove the lemma for those elements of $S$ which are not principal we will use the functional equations proved in Lemma 7.4. Let $C$ be an equivalence class in ${ }^{*} S$ and choose a principal element $\mathfrak{s}$ in $C$. If $\mathfrak{s}_{1}$ is in ${ }^{*} S^{(i)}$ and belongs to $C$ and if $P$ in ${ }^{*}\{P\}^{(i)}$ is given we can choose the set of representatives $P^{(i, k)}, 1 \leqslant k \leqslant m_{i}^{\prime}$, so that it contains $P$. Choose

$$
F^{y}=\bigoplus_{s \in \Omega_{0}(\mathfrak{s}, C)} F_{s}^{y}
$$

with $F_{s}^{y}$ in $L\left(S\left(\mathfrak{s}_{s}\right), \mathfrak{E}^{\left(j_{s}\right)}\right)$ so that the set of vectors $\bigoplus_{t \in \Omega(\mathfrak{s}, C)} F_{t}^{y}(H)$ with

$$
F_{t}^{y}(H)=\sum_{s \in \Omega_{0}(\mathfrak{s}, C)} M\left(t s^{0} s^{-1}, s s^{0} H\right) F_{s}^{y}
$$

is a basis for the range of $M(H)$ when $M(H)$ is defined. There are elements

$$
G^{y}=\bigoplus_{s \in \Omega_{0}(\mathfrak{s}, C)} G_{s}^{y}
$$

such that if $\left\{G_{t} \mid t \in \Omega(s, C)\right\}$ belongs to the range of $M(H)$ and

$$
G_{t}=\sum_{y=1}^{v} c_{y} F_{t}^{y}
$$

for all $t$ then

$$
c_{y}=\sum_{s \in \Omega_{0}(\mathfrak{s}, C)}\left(G_{s}, G_{s}^{y}\right) .
$$

If $F$ belongs to $L\left(S\left(\mathfrak{s}_{1}\right), \mathfrak{E}\left(V^{(i, k)}, W\right)\right)$ for some $k, s_{1}$ belongs to ${ }^{\dagger} \Omega\left(\mathfrak{s}, \mathfrak{s}_{1}\right)$, and

$$
\sum_{y=1}^{v} c_{y}(H) F_{t}^{y}(H)=M\left(t s^{0} s_{1}^{-1}, s_{1} s^{0} H\right) F
$$

for all $t$ then

$$
\begin{equation*}
E\left(g, F, s_{1} s^{0} H\right)=\sum_{y=1}^{v} c_{y}(H)\left\{\sum_{s \in \Omega_{0}(\mathfrak{s}, C)} \mathfrak{E}\left(g, F_{s}^{y}, s s^{0} H\right)\right\} . \tag{7.t}
\end{equation*}
$$

Suppose that $\mathfrak{s}_{1}$ is principal and that $\mathfrak{r}_{1}$ is the inverse image in $\mathfrak{s}_{1}$ of a singular hyperplane of $E(\cdot, F, \cdot)$. Let $\mathfrak{t}$ in ${ }^{*} S^{(j)}$ be an element of $C$ which contains a distinguished subspace ${ }^{*} \mathfrak{a}_{1}$ larger than ${ }^{*} \mathfrak{a}$ such that for some $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, some $F^{\prime}$ in $L\left(S(\mathfrak{t}), \mathfrak{E}\left(V^{\prime}, W\right)\right)$, and some $t_{1}$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{1}, \mathfrak{t}\right)$ the function $\left(N\left(t^{0}, t_{1} s_{1}^{0} H\right) F^{\prime}, F^{\prime}\right)$ has ${ }^{\dagger} \mathfrak{r}_{1}$ as a singular hyperplane. Since $N\left(t^{0}, t_{1} s_{1}^{0} H\right)$ depends only on the projection of $t_{1} s_{1}^{0} H$ on the orthogonal complement of $\mathfrak{a}_{1}$ the hyperplane $t_{1} s_{1}^{0}\left(\widetilde{\mathfrak{r}}_{1}\right)$ contains ${ }^{*} \mathfrak{a}_{1}$. There is a principal element in ${ }^{*} S_{1}$ which is equivalent to $\mathfrak{t}$; it may be supposed that we have chosen $\mathfrak{s}$ to be this element. Choose a $t$ in $\Omega(\mathfrak{s}, \mathfrak{t})$ which leaves every element of ${ }^{*} \mathfrak{a}_{1}$ fixed. Let us take $s_{1}$ to be $t_{1}^{-1} t^{0} t$. Then $E\left(g, F, s_{1} s^{0} H\right)$ has a singular hyperplane ${ }^{\dagger} \mathfrak{r}$ which meets $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ such that $\widetilde{\mathfrak{r}}$ contains ${ }^{*} \mathfrak{a}_{1}$. As usual the inverse image $\mathfrak{r}$ of ${ }^{\dagger} \mathfrak{r}$ in $\mathfrak{s}$ is written as $X(\mathfrak{r})+\mathfrak{r}$. Now

$$
c_{y}(H)=\sum_{t \in \Omega_{0}(\mathfrak{s}, C)}\left(M\left(t s^{0} s_{1}^{-1}, s_{1} s^{0} H\right) F, G_{t}^{y}\right)
$$

and is thus analytic on $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$. Consequently for some $s$ in $\Omega_{0}(\mathfrak{s}, C)$ the function $E\left(\cdot, F_{s}^{y}, s s^{0} H\right)$ has $\mathfrak{r}$ for a singular hyperplane. In other words we can suppose that if $s$ belongs to ${ }^{*} S^{(k)}$, there is a $P$ in ${ }^{*}\{P\}^{(k)}$, and an $F$ in $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$ such that $E(\cdot, F, \cdot)$ has a singular hyperplane ${ }^{\dagger} \mathfrak{r}$ which meets $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ and is such that $\widetilde{\mathfrak{r}}$ contains ${ }^{*} \mathfrak{a}_{1}$. Let ${ }^{*} P_{1}$ be the cuspidal subgroup with split component ${ }^{*} \mathfrak{a}_{1}$ which belongs to $P$ and let $E_{1}(\cdot, \cdot, \cdot)$ be the associated function on

$$
{ }^{*} A_{1}{ }^{*} T_{1} \backslash G \times L(S(\mathfrak{s}), \mathfrak{E}(V, W)) \times{ }^{\dagger} \mathfrak{s}^{\prime}
$$

if ${ }^{\dagger} \mathfrak{s}^{\prime}$ is the projection of $\mathfrak{s}$ on the orthogonal complement of ${ }^{*} \mathfrak{a}_{1}$. It follows from the relation (7.c) that $E_{1}(\cdot, F, \cdot)$ must have a singular hyperplane in ${ }^{\dagger} \mathfrak{s}^{\prime}$ which meets $U\left({ }^{\dagger} \mathfrak{s}^{\prime}, X\left(\mathfrak{s}^{\prime}\right), \infty\right)$ and this contradicts the induction assumption.

The general case now follows readily from the relation (7.t). Indeed a singular hyperplane of the function $E(\cdot, F, H)$ defined on ${ }^{\dagger} \mathfrak{s}_{1}$, the projection of $\mathfrak{s}_{1}$ on the orthogonal complement of ${ }^{*} \mathfrak{a}$, can meet $U\left({ }^{\dagger} \mathfrak{s}, X(\mathfrak{s}), \infty\right)$ only if it is a singular hyperplane of $\left(M\left(t s^{0} s_{1}^{-1}, H\right) F, G_{t}\right)$ for some $s_{1}$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}, \mathfrak{s}_{1}\right)$ and some $t$ in $\Omega_{0}(\mathfrak{s}, C)$ and hence, by 7.s), a singular hyperplane of $\left(M\left(s_{1}^{0}, H\right) F, F\right)$. Since $M\left(s_{1}^{0}, H\right)$ depends only on the projection of $H$ on the orthogonal complement of the largest distinguished subspace contained in $\widetilde{\mathfrak{s}}_{1}$ the corollary follows.

The principal assertion of the paper can now be formulated as follows.
Theorem 7.1. There are $q+1$ unique collections $S_{m}=\bigcup_{i=1}^{r} S_{m}^{(i)}$ of affine spaces of dimension $m$ and unique Eisenstein systems, one belonging to each element of $S_{m}, 0 \leqslant m \leqslant q$, which satisfy the hypotheses of Lemma 7.5 such that if ${ }^{*} P$ is a cuspidal subgroup belonging to some element of $\{P\}$ and ${ }^{*} \mathcal{L}_{m}(\{P\},\{V\}, W)$ is the closed subspace of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ associated to $S_{m}$ by Lemma 7.6 then, if ${ }^{*} q$ is the dimension of ${ }^{*} \mathfrak{a}$,

$$
{ }^{*} \mathcal{L}(\{P\},\{V\}, W)=\sum_{m={ }^{*} q}^{q}{ }^{*} \mathcal{L}_{m}(\{P\},\{V\}, W)
$$

and ${ }^{*} \mathcal{L}_{m_{1}}(\{P\},\{V\}, W)$ is orthogonal to ${ }^{*} \mathcal{L}_{m_{2}}(\{P\},\{V\}, W)$ if $m_{1} \neq m_{2}$.
We will use induction on $m$ to establish the existence of these collections and the associated Eisenstein system. Let us first describe the form the induction step takes, then show how to start the induction, and then carry it out in general. Let $m$ be an integer with $0 \leqslant m \leqslant q$ and suppose that we have defined the collections $S_{n}^{(i)}, 1 \leqslant i \leqslant r$ for all $n>m$ and that
if $n_{1} \neq n_{2}$ the spaces ${ }^{*} \mathcal{L}_{n_{1}}(\{P\},\{V\}, W)$ and ${ }^{*} \mathcal{L}_{n_{2}}(\{P\},\{V\}, W)$ are orthogonal. Suppose that for $1 \leqslant i \leqslant r$ we have also defined a collection $S^{(i)}$ of distinct affine subspaces of $\mathfrak{a}_{c}^{(i)}$ of dimension $m$ and a collection $T^{(i)}$ of not necessarily distinct affine subspaces of $\mathfrak{a}_{c}^{(i)}$ of dimension $m-1$ and that we have associated an Eisenstein system to each element of $S^{(i)}$ and $T^{(i)}$. Suppose that every space in $S^{(i)}$ or $T^{(i)}$ meets $D_{i}$ and that only a finite number of the elements of $S^{(i)}$ or $T^{(i)}$ meet each compact subset of $\mathfrak{a}_{c}^{(i)}$. In particular then if $\mathfrak{s}$ belongs to $S^{(i)}$ or $T^{(i)}$ the point $X(\mathfrak{s})$ lies in $D_{i}$; we assume also that $\operatorname{Re} X(\mathfrak{s})$ belongs to ${ }^{+} \mathfrak{a}$ if $\mathfrak{a}$ is the orthogonal complement of the largest distinguished subspace contained in $\widetilde{\mathfrak{s}}$ and to the closure of ${ }^{+} \mathfrak{a}(\mathfrak{s})$ if $\mathfrak{a}(\mathfrak{s})$ is the orthogonal complement of $\widetilde{\mathfrak{s}}$ in $\mathfrak{a}^{(i)}$. Recall that ${ }^{+} \mathfrak{a}(\mathfrak{s})$ has been defined in the discussion preceding Lemma 2.6. If $\mathfrak{s}$ belongs to $S^{(i)}$ it is said to be of type $A$ if for every positive number $a$ we have defined a non-empty convex cone $V(\mathfrak{s}, a)$ with centre $X(\mathfrak{s})$ and radius $\varepsilon(\mathfrak{a})$ so that if $a_{1}$ is less than $a_{2}$ then $V\left(\mathfrak{s}, a_{1}\right)$ contains $V\left(\mathfrak{s}, a_{2}\right)$, so that every singular hyperplane of the associated Eisenstein system which meets the closure of the cylinder $C(\mathfrak{s}, \varepsilon(a), a)$ meets the closure of $U(\mathfrak{s}, X(\mathfrak{s}), a)$ but no singular hyperplane meets the closure of $U(\mathfrak{s}, Z, a)$ if $Z$ belongs to $V(\mathfrak{s}, a)$, and so that the closure of $V(\mathfrak{s}, a)$ is contained in $D_{i}$. An element $\mathfrak{t}$ of $T^{(i)}$ is said to be of type $B$ if it satisfies, in addition to these conditions, the condition we now describe. Let $P$ belong to $\{P\}^{(i)}$, let ${ }^{*} P$ belong to $P$, and let $F$ belong to $L(S(\mathfrak{t}), \mathfrak{E}(V, W))$. If $\mathfrak{a}$ is the largest distinguished subspace which $\widetilde{\mathfrak{t}}$ contains and if $\mathfrak{r}$ is the inverse image in $\mathfrak{t}$ of a singular hyperplane of the function $E(\cdot, F, \cdot)$, which is defined on ${ }^{\dagger} \mathfrak{t}$, which meets $U\left({ }^{\dagger} \mathfrak{t}, X(\mathfrak{t}), \infty\right)$ then $\widetilde{\mathfrak{r}}$ contains $\mathfrak{a}$. If $\mathfrak{t}$ lies in $T^{(i)}$ it is said to be of type $C$ if for every positive number $a$ we have defined a non-empty open convex subset $V(\mathfrak{t}, a)$ of $\widetilde{\mathfrak{t}}$ so that if $a_{1}$ is less than $a_{2}$ then $V\left(\mathfrak{t}, a_{1}\right)$ contains $V\left(\mathfrak{t}, a_{2}\right)$ so that no singular hyperplane meets the closure of $U(\mathfrak{t}, Z, a)$ if $Z$ belongs to $V(\mathfrak{t}, a)$, and so that $\{\operatorname{Re} Z \mid Z \in V(\mathfrak{t}, a)\}$ is contained in the interior of the convex hull of $\left(\mathfrak{a}^{(i)}\right)^{+}$and the closure of ${ }^{+} \mathfrak{a}(\mathfrak{t})$. We assume that every element of $S^{(i)}$ is of type $A$ and every element of $T^{(i)}$ is of type $B$ or $C$.

Suppose that * $P$ is the cuspidal subgroup belonging to some element of $\{P\}$ and let $Q$ be the projection of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ onto the orthogonal complement of

$$
\sum_{n=m+1}^{q}{ }^{*} \mathcal{L}_{n}(\{P\},\{V\}, W)
$$

We suppose that $Q$ is zero if $m$ is less than ${ }^{*} q$ but that if $m \geqslant{ }^{*} q$ then for any $P$ in ${ }^{*}\{P\}^{(i)}$, any $\Phi(\cdot)$ in ${ }^{*} \mathfrak{H}(V, W)$, any $P^{\prime}$ in ${ }^{*}\{P\}^{(j)}$, and $\Psi(\cdot)$ in ${ }^{*} \mathfrak{H}\left(V^{\prime}, W\right)$ and any positive number $a$ the difference between $(R(\lambda, A) Q \widehat{\phi}, \widehat{\psi})$ and the sum of

$$
\sum_{\mathfrak{s} \in * S^{(i)}} \sum_{s \in \neq \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m^{\prime}}} \int\left(N(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

and

$$
\sum_{\mathfrak{t} \in \in^{*} T^{(i)}} \sum_{t \in \uparrow \Omega^{(j)}(\mathfrak{t})} \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int\left(N(t, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$ if $Z(\mathfrak{s})$ belongs to $V(\mathfrak{S}, a)$ and $Z(\mathfrak{t})$ belongs to $V(\mathfrak{t}, a)$. The integrals are over $U\left({ }^{\dagger} \mathfrak{s}, Z(\mathfrak{s}), a\right)$ and $U\left({ }^{\dagger} \mathfrak{t}, Z(\mathfrak{t}), a\right)$ respectively. The integer $m^{\prime}$ equals $m-{ }^{*} q$.

We also suppose that the difference between $(Q \widehat{\phi}, R(\bar{\lambda}, A) \widehat{\psi})$ and the sum of

$$
\sum_{\mathfrak{s} \in *{ }^{*}(i)} \sum_{s \in \uparrow \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m^{\prime}}} \int\left(N(s, H) d \Phi(H), d\left((\bar{\lambda}-\langle-s \bar{H},-s \bar{H}\rangle)^{-1} \Psi(-s \bar{H})\right)\right) d H
$$

and

$$
\sum_{\mathfrak{t} \in * T^{(i)}} \sum_{t \in \notin \Omega^{(j)}(\mathfrak{t})} \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int\left(N(t, H) d \Phi(H), d\left((\bar{\lambda}-\langle-s \bar{H},-s \bar{H}\rangle)^{-1} \Psi(-s \bar{H})\right)\right) d H
$$

is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. The integrals are again over $U\left({ }^{\dagger} \mathfrak{s}, Z(\mathfrak{s}), a\right)$ and $U\left({ }^{\dagger} \mathfrak{t}, Z(\mathfrak{t}), a\right)$.
It is an easy matter to verify that the collections $S^{(i)}$ satisfy the conditions of Lemma 7.5. First of all, Lemma 7.6, with $m$ replaced by $n>m$, make it obvious that $\lambda(f)$ commutes with $Q$ if $f(\cdot)$ belongs to ${ }^{\dagger} \Im_{0}$, so that it is only necessary to verify that for each ${ }^{*} P$ and each positive number $a$ there are polynomials $r_{i}(\cdot), 1 \leqslant i \leqslant r^{\prime}$, on ${ }^{\dagger} \mathfrak{a}^{(i)}$ for which (7.p) and (7.q) have the required property. Since there are only a finite number of $\mathfrak{t}$ in $T^{(i)}$ for which $U\left({ }^{\dagger} \mathfrak{t}, Z(\mathfrak{t}), a\right)$ is not empty, a polynomial $r_{i}(\cdot)$ can be chosen so that, for all $P$ and $P^{\prime}$, all such $\mathfrak{t}$, and all $t$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{t})$, the function $N(t, H) d r_{i}(H)$ vanishes identically on ${ }^{\dagger} \mathfrak{t}$ but so that $r_{i}(\cdot)$ does not vanish identically on ${ }^{\dagger} \mathfrak{s}$ if $\mathfrak{s}$ belongs to ${ }^{*} S^{(i)}$. It may also be supposed that if $\mathfrak{s}$ belongs to $S^{(i)}$ and $\mathfrak{s}$ intersects

$$
\left\{H \in D_{i} \mid\|\operatorname{Im} H\| \leqslant a\right\}
$$

then, for all $P$ and $P^{\prime}$ and all $s$ in ${ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$, the functions $N(s, H) d r_{i}(H)$ on ${ }^{\dagger} \mathfrak{s}$ has no singular hyperplanes which meet

$$
\left\{H \in D_{i} \mid\|\operatorname{Im} H\| \leqslant a\right\}
$$

The conditions of the last paragraph imply that with such polynomials the conditions of Lemma 7.5 are satisfied. To see this one has to use the argument preceding Lemma 7.1 in the way that Lemma 7.1 is used below. We will take $S_{m}^{(i)}$ to be $S^{(i)}$.

We must now examine the expression

$$
\begin{equation*}
\sum_{\mathfrak{s} \in * S^{(i)}} \sum_{s \in\}^{\dagger} \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m^{\prime}}} \int_{U\left({ }^{\dagger} \mathfrak{s}, Z(\mathfrak{s}), a\right)}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H \tag{7.u}
\end{equation*}
$$

Since the set $S=\bigcup_{i=1}^{r} S^{(i)}$ is finite we may suppose that, for each positive $a$, the cones $V(\mathfrak{s}, a), \mathfrak{s} \in S$, all have the same radius $\varepsilon(a)$. We may also suppose that $\varepsilon(a)$ is such that for each $a$ and each $\mathfrak{s}$ there is a cone $W(\mathfrak{s}, a)$ with centre $X(\mathfrak{s})$ and radius $\varepsilon(a)$ such that if $s$ belongs to $\Omega(\mathfrak{s}, \mathfrak{t})$ for some $\mathfrak{t}$ in $S$ and $Z$ belongs to $s s^{0}(W(\mathfrak{s}, a))$ there is no singular hyperplane of the Eisenstein system associated to $\mathfrak{t}$ which meets the closure of $U(\mathfrak{t}, Z, a)$. It may also be supposed that if $\mathfrak{r}$ and $\mathfrak{s}$ belong to $S$ the collections

$$
\left\{s s^{0}(W(\mathfrak{s}, a)) \mid s \in \Omega(\mathfrak{s}, \mathfrak{t})\right\}
$$

and

$$
\left\{r r^{p}(W(\mathfrak{r}, a)) \mid r \in \Omega(\mathfrak{r}, \mathfrak{t})\right\}
$$

are the same if $\Omega(\mathfrak{r}, \mathfrak{s})$ is not empty and that if $s \in \Omega(\mathfrak{s}, \mathfrak{t})$ and $t \in \Omega(\mathfrak{s}, \mathfrak{t})$ then

$$
s s^{0}(W(\mathfrak{s}, a)) \cap t s^{0}(W(\mathfrak{s}, a)) \neq \varnothing
$$

implies $s=t$. Choose for each $\mathfrak{s}$ in $S$ and each $s$ in $\Omega(\mathfrak{s}, \mathfrak{s})$ a point $Z(\mathfrak{s}, s)$ in $s s^{0}(W(\mathfrak{s}, a))$. According to the remarks following the proof of Lemma 7.1 there is a collection $T_{1}^{(i)}$ of $m$ - 1-dimensional affine spaces and for each $\mathfrak{t}$ in $T_{1}^{(i)}$ an Eisenstein system belonging to $\mathfrak{t}$ and a cone $V(\mathfrak{t}, a)$, with centre $X(\mathfrak{t})$ and some radius $\delta(a)$, such that, for all ${ }^{*} P,(7 . \mathrm{u})$ is equal to the sum of

$$
\begin{equation*}
\sum \sum \sum \frac{1}{\omega(\mathfrak{s})(2 \pi i)^{m}} \int_{U\left(\dagger_{\mathfrak{s}, Z(\mathfrak{s}, r), a)}\right.}(N(s, H) d \Phi(H), d \Psi(-s \bar{H})) d H \tag{7.v}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\mathfrak{t} \in T_{i}^{(i)}} \sum_{t \in \in^{\dagger} \Omega^{(k)}(\mathfrak{t})} \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int_{U\left({ }^{\dagger} \mathrm{t}, Z(\mathfrak{t}), a\right)}(N(t, H) d \Phi(H), d \Psi(-t \bar{H})) d H \tag{7.w}
\end{equation*}
$$

with $Z(\mathfrak{t})$ in $V(\mathfrak{t}, a)$, and a sum of terms of the same type as $7 . \mathrm{m})$. The sums in (7.v) are over $\mathfrak{s} \in{ }^{*} S^{(i)}, r \in \Omega(\mathfrak{s}, \mathfrak{s})$, and $s \in{ }^{\dagger} \Omega^{(j)}(\mathfrak{s})$ and the number of elements in $\Omega(\mathfrak{s}, \mathfrak{s})$ is $\omega(\mathfrak{s})$. We can certainly suppose that, with the cones $V(\mathfrak{t}, a)$, the elements of $T_{1}^{(i)}$ are all of type $B$. The supplementary condition on elements of type $B$ must of course be verified but that is not difficult. We can also suppose that the sets $U^{\prime}$ occurring in the terms of the form (7.m) all lie in

$$
\{H \mid\|\operatorname{Re} H\|<R,\|\operatorname{Im} H\| \geqslant a\}
$$

This implies that if $\Phi(H)$ is replaced by $(\lambda-\langle H, H\rangle)^{-1} \Phi(H)$ or $\Psi(H)$ is replaced by $(\bar{\lambda}-\langle H, H\rangle)^{-1} \Psi(H)$ the difference between (7.u) and the sum of (7.v) and (7.w) is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. If $\mathfrak{t}$ belongs to $T_{1}^{(i)}$ we will also have to know that if $\mathfrak{a}$ is the orthogonal complement of the largest distinguished subspace contained in $\widetilde{\mathfrak{t}}$ then $\operatorname{Re} X(\mathfrak{t})$ lies in ${ }^{+} \mathfrak{a}$ and that if $\mathfrak{a}(\mathfrak{t})$ is the orthogonal complement in $\mathfrak{a}^{(i)}$ of $\widetilde{\mathfrak{t}}$ then $\operatorname{Re} X(\mathfrak{t})$ lies in the closure of ${ }^{+} \mathfrak{a}(\mathfrak{t})$. The space $\mathfrak{t}$ is a singular hyperplane of some $\mathfrak{s}$ in $S^{(i)}$ such that $\mathfrak{t}$ meets $U(\mathfrak{s}, X(\mathfrak{s}), \infty)$; consequently $\operatorname{Re} X(\mathfrak{t})=X(\mathfrak{s})$. The first point follows from the corollary to Lemma 7.6 because according to it we can assume that the largest distinguished subspaces contained in $\widetilde{\mathfrak{s}}$ and $\tilde{\mathfrak{t}}$ are the same. If $\alpha$ is a positive root of $\mathfrak{a}^{(i)}$ let $H_{\alpha}$ be such that

$$
\left\langle H, H_{\alpha}\right\rangle=\alpha(H)
$$

for all $H$ in $\mathfrak{a}^{(i)}$. The second point follows from the observation that the closures of ${ }^{+} \mathfrak{a}(\mathfrak{s})$ and ${ }^{+} \mathfrak{a}(\mathfrak{t})$ are the non-negative linear combinations of the elements $H_{\alpha}$ where $\alpha$ varies over the positive roots which vanish on $\widetilde{\mathfrak{s}}$ and $\widetilde{\mathfrak{t}}$ respectively.

Let $C_{1}, \ldots, C_{u}$ be the equivalence classes in ${ }^{*} S$ and for each $x$ choose a principal element $\mathfrak{s}_{x}$ in $C_{x}$. Let $r_{x}^{y}, 1 \leqslant y \leqslant v_{x}$, be a subset of $\Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$ such that every element of $\Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$ can be written in the form $s s_{x}^{0} r_{x}^{y}$ with a unique $y$ and a unique $s$ in ${ }^{\dagger} \Omega\left(\mathfrak{s}_{x}, \mathfrak{s}_{x}\right)$. Choose for each $x$ a point $Z_{x}$ in $W\left(\mathfrak{s}_{x}, a\right)$ and if $\mathfrak{s}$ belongs to $C_{x}$ and $s$ belongs to $\Omega(\mathfrak{s}, \mathfrak{s})$ let

$$
Z(\mathfrak{s}, s)=t s_{x}^{0}\left(Z_{x}\right)
$$

if $t$ is the unique element of $\Omega\left(\mathfrak{s}_{x}, \mathfrak{s}\right)$ such that

$$
s s^{0}(W(\mathfrak{s}, a))=t s_{x}^{0}\left(W\left(\mathfrak{s}_{x}, a\right)\right)
$$

The expression (7.v) is equal to

$$
\sum_{x=1}^{u} \sum_{y=1}^{v_{x}} \frac{1}{\omega\left(\mathfrak{s}_{x}\right)(2 \pi i)^{m^{\prime}}} \int \sum \sum\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H
$$

The integral is taken over $U\left({ }^{\dagger} \mathfrak{s}_{x}, r_{x}^{y}\left(Z_{x}\right), a\right)$ and the sums are over $t \in \Omega^{(j)}\left(\mathfrak{s}_{x}, C_{x}\right)$ and $s \in \Omega^{(i)}\left(\mathfrak{s}_{x}, C_{x}\right)$. It follows from Lemma 7.6 that each of these integrands is analytic in the closure of $C\left(\mathfrak{s}_{x}, \varepsilon(a), a\right)$; consequently the argument used in the proof of Lemma 7.1 shows that the sum is equal to

$$
\begin{equation*}
\sum_{x=1}^{u} \frac{1}{\omega_{x}(2 \pi i)^{m^{\prime}}} \int \sum \sum\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H \tag{7.x}
\end{equation*}
$$

(the integral is here taken over $U\left({ }^{\dagger} \mathfrak{s}_{x}, X\left(\mathfrak{s}_{x}\right), a\right)$ ) plus a sum of terms of the form

$$
\frac{1}{\omega_{x}(2 \pi i)^{m^{\prime}}} \int_{U^{\prime}} \sum \sum\left(N\left(t s_{x}^{0} s^{-1}, s s_{x}^{0} H\right) d \Phi\left(s s_{x}^{0} H\right), d \Psi(-t \bar{H})\right) d H
$$

where $U^{\prime}$ is an open subset of an $m^{\prime}$-dimensional oriented real subspace of ${ }^{\dagger} \mathfrak{s}_{x}$ which lies in

$$
\left\{H \in{ }^{\dagger} \mathfrak{s}_{x} \mid\|\operatorname{Re} H\|<R,\|\operatorname{Im} H\| \geqslant a\right\}
$$

In any case if $\Phi(H)$ is replaced by $(\lambda-\langle H, H\rangle)^{-1} \Phi(H)$ or $\Psi(H)$ is replaced by

$$
(\bar{\lambda}-\langle H, H\rangle)^{-1} \Psi(H)
$$

the difference between (7.x and (7.v) is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. If $\widehat{\phi}_{m}$ is the projection of $\widehat{\phi}$ on ${ }^{*} \mathcal{L}_{m}(\{P\},\{V\}, W)$ it follows readily from Lemma 7.6 that the difference between $\left(R(\lambda, A) \widehat{\phi}_{m}, \widehat{\psi}\right)$ and (7.x with $\Phi(H)$ replaced by $(\lambda-\langle H, H\rangle)^{-1} \Phi(H)$ is analytic for $\operatorname{Re} \lambda>$ $R^{2}-a^{2}$ and that the difference between $\left(\widehat{\phi}_{m}, R(\bar{\lambda}, A) \widehat{\psi}\right)$ and 7 .x. with $\Psi(H)$ replaced by $(\bar{\lambda}-\langle H, H\rangle)^{-1} \Psi(H)$ is analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. In conclusion, if $Q^{\prime}$ is the projection of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ on the orthogonal complement of

$$
\sum_{n=m}^{q}{ }^{*} \mathcal{L}_{m}(\{P\},\{V\}, W)
$$

and $R^{(i)}$ is the union of $T_{1}^{(i)}$ and $T^{(i)}$ then the difference between $\left(R(\lambda, A) Q^{\prime} \widehat{\phi}, \widehat{\psi}\right)$ and

$$
\sum \sum \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int\left(N(r, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

and the difference between $(Q \widehat{\phi}, R(\bar{\lambda}, A) \widehat{\psi})$ and

$$
\sum \sum \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int\left(N(r, H) d \Phi(H), d\left((\bar{\lambda}-\langle-r \bar{H},-r \bar{H}\rangle)^{-1} \Psi(-r \bar{H})\right)\right) d H
$$

are analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$. The sums in the two displayed expressions are over $\mathfrak{r} \in{ }^{*} R^{(i)}$, $r \in{ }^{\dagger} \Omega^{(j)}(\mathfrak{r})$, and the integral is taken over $U\left({ }^{\dagger} \mathfrak{r}, Z(\mathfrak{r}), a\right)$. In particular if $m={ }^{*} q$ these sums are empty so that $\left(R(\lambda, A) Q^{\prime} \widehat{\phi}, \widehat{\psi}\right)$ is entire and, hence $Q^{\prime} \widehat{\phi}=0$. Consequently

$$
{ }^{*} \mathcal{L}(\{P\},\{V\}, W)=\bigoplus_{m={ }^{*} q}^{q}{ }^{*} \mathcal{L}_{m}(\{P\},\{V\}, W)
$$

We observed after defining an Eisenstein system that, for $1 \leqslant i \leqslant r$, we could define in a simple manner an Eisenstein system belonging to $\mathfrak{a}^{(i)}$. If $R^{(i)}=\left\{\mathfrak{a}^{(i)}\right\}$ and if for all positive numbers $a$ we take $V\left(\mathfrak{a}^{(i)}, a\right)$ to be $\left\{H \in \mathfrak{A}^{(i)} \cap \mathfrak{a}^{(i)} \mid\|H\|<R\right\}$ then it follows readily from the relation (4.p) that the difference between $(R(\lambda, A) \widehat{\phi}, \widehat{\psi})$ and

$$
\sum \sum \frac{1}{(2 \pi i)^{q^{\prime}}} \int\left(N(s, H) d\left((\lambda-\langle H, H\rangle)^{-1} \Phi(H)\right), d \Psi(-s \bar{H})\right) d H
$$

and the difference between $(\widehat{\phi}, R(\bar{\lambda}, A) \widehat{\psi})$ and

$$
\sum \sum \frac{1}{(2 \pi i)^{q^{\prime}}} \int\left(N(s, H) d \Phi(H), d\left((\bar{\lambda}-\langle-s \bar{H},-s \bar{H}\rangle)^{-1} \Psi(-s \bar{H})\right)\right) d H
$$

are analytic for $\operatorname{Re} \lambda>R^{2}-a^{2}$ if $Z(\mathfrak{r})$ belongs to $V(\mathfrak{r}, a)$. The ranges of summation and integration are the same as above, and the integer $q^{\prime}$ equals $q-{ }^{*} q$.

We now change notations so that $m-1$ or $q$ is $m$ and show that from the collections $R^{(i)}$ we can construct collections $S^{(i)}$ and $T^{(i)}$ which satisfy the induction assumption. Apart from the uniqueness this will complete the proof of the lemma. The construction is such that the analytic conditions on the associated Eisenstein systems are manifest; so only the less obvious geometrical conditions will be verified. Suppose that $\mathfrak{r}$ belongs to $R^{(i)}$ and is of type $C$; since $\{\operatorname{Re} H \mid H \in V(\mathfrak{r}, a)\}$ lies in the interior of the convex hull of $\left(\mathfrak{a}^{(i)}\right)^{+}$and the closure of $+\mathfrak{a}(\mathfrak{r})$ there is an open cone with centre $X(\mathfrak{r})$ whose projection on $\mathfrak{a}^{(i)}$ lies in the interior of this convex hull. We tentatively let $S^{(i)}$ be the set of distinct affine subspaces $\mathfrak{s}$ of $\mathfrak{a}^{(i)}$ such that $\mathfrak{s}=\mathfrak{r}$ for some $\mathfrak{r}$ in $R^{(i)}$. For each $\mathfrak{s}$ in $S^{(i)}$ and each positive number $a$ we choose a non-empty convex open cone $V(\mathfrak{s}, a)$ with centre $X(\mathfrak{s})$ and radius $\delta(a)$ so that $V\left(\mathfrak{s}, a_{1}\right)$ contains $V\left(\mathfrak{s}, a_{2}\right)$ if $a_{1}$ is less than $a_{2}$, so that if $\mathfrak{s}=\mathfrak{r}$ and $\mathfrak{r}$ belongs to $R^{(i)}$ then every singular hyperplane of the Eisenstein system associated to $\mathfrak{r}$ which meets the closure of the cylinder $C(\mathfrak{s}, \delta(a), a)$ meets the closure of $U(\mathfrak{s}, X(\mathfrak{s}), a)$ but so that no such hyperplane meets the closure of $U(\mathfrak{s}, Z, a)$ if $Z$ belongs to $V(\mathfrak{s}, a)$, and so that the closure of $V(\mathfrak{s}, a)$ lies in $D_{i}$. If $\mathfrak{s}=\mathfrak{r}$ with $\mathfrak{r}$ in $R^{(i)}$ and of type $C$ we further demand that $\{\operatorname{Re} H \mid H \in V(\mathfrak{s}, a)\}$ lie in the interior of the convex hull of $\left(\mathfrak{s}^{(i)}\right)^{+}$and the closure of $+\mathfrak{a}(\mathfrak{s})$.

Suppose that $\mathfrak{r}$ belongs to $R^{(i)}$ and is of type $C$. Choose the unique $\mathfrak{s}$ in $S^{(i)}$ such that $\mathfrak{r}=\mathfrak{s}$. Suppose that $Y$ belongs to $V(\mathfrak{s}, a)$, that $Z$ belongs to $V(\mathfrak{r}, a)$, and that the segment joining $\operatorname{Re} Y$ and $\operatorname{Re} Z$ meets the projection on $\mathfrak{a}^{(i)}$ of the singular hyperplane $\mathfrak{t}$ of the Eisenstein system belonging to $\mathfrak{r}$. We have observed that the closure of $+\mathfrak{a}(\mathfrak{r})$ is contained in the closure of ${ }^{+} \mathfrak{a}(\mathfrak{t})$. Thus $\{\operatorname{Re} H \mid H \in V(\mathfrak{r}, a)\}$ and $\{\operatorname{Re} H \mid H \in V(\mathfrak{s}, a)\}$ lie in the interior of the convex hull of $\left(\mathfrak{a}^{(i)}\right)^{+}$and the closure of $+\mathfrak{a}(\mathfrak{t})$. The intersection of the convex hull of these two sets with $\{\operatorname{Re} H \mid H \in \mathfrak{t}\}$ also lies in this set. Take a point in this set, which is not empty, and project it on $\mathfrak{a}(\mathfrak{t})$; the result is $\operatorname{Re} X(\mathfrak{t})$. Thus $\operatorname{Re} X(\mathfrak{t})$ lies in the interior of the
convex hull of the closure of ${ }^{+} \mathfrak{a}(\mathfrak{t})$ and the projection of $\left(\mathfrak{a}^{(i)}\right)^{+}$on $\mathfrak{a}(\mathfrak{t})$. If $\alpha$ is a positive root of $\mathfrak{a}(\mathfrak{t})$, if $H$ lies in $\left(\mathfrak{a}^{(i)}\right)^{+}$, and if $H^{\prime}$ is the projection of $H$ on $\mathfrak{a}(\mathfrak{t})$ then $\alpha\left(H^{\prime}\right)=\alpha(H)$ which is positive. Thus $\operatorname{Re} X(\mathfrak{t})$ lies in the interior of the convex hull of $\mathfrak{a}^{+}(\mathfrak{t})$ and the closure of ${ }^{+} \mathfrak{a}(\mathfrak{t})$. This is ${ }^{+} \mathfrak{a}(\mathfrak{t})$ itself. If $\beta_{1}, \ldots, \beta_{p}$, are the simple roots of $\mathfrak{a}(\mathfrak{t})$ then

$$
\operatorname{Re} X(\mathfrak{t})=\sum_{j=1}^{p} b_{j} H_{\beta_{j}},
$$

with $b_{j}>0$. Let $\alpha_{1}, \ldots, \alpha_{q}$, be the simple roots of $\mathfrak{a}^{(i)}$ and let

$$
\beta_{j,}=\sum_{k=1}^{q} b_{j k} \alpha_{k},
$$

with $b_{j k} \geqslant 0$. If

$$
\sum_{j=1}^{p} b_{j} b_{j \ell}=0
$$

for some $\ell$ then $b_{j \ell}=0$ for all $j$ and $\widetilde{\mathfrak{t}}$ contains the distinguished subspace of $\mathfrak{a}^{(i)}$ defined by $\alpha_{k,}(H)=0, k \neq \ell$. It follows readily that if $\mathfrak{a}$ is the orthogonal complement of the largest distinguished subspace which $\widetilde{\mathfrak{t}}$ contains then $\operatorname{Re} X(\mathfrak{t})$ lies in ${ }^{+} \mathfrak{a}$.

The elements of $T^{(i)}$ will arise in two ways. Suppose that $\mathfrak{r}$ belongs to $R^{(i)}$ and is of type $C$. Choose the unique $\mathfrak{s}$ in $S^{(i)}$ such that $\mathfrak{r}=\mathfrak{s}$. As a consequence of Lemma 7.1 we can choose a collection $T_{(\mathfrak{r})}^{(i)}$ of affine subspaces of $\mathfrak{a}^{(i)}$ of dimension $m-1$ and a collection of Eisenstein systems, one belonging to each element of $T_{(\mathfrak{r})}^{(i)}$ so that the difference between

$$
\sum_{r \in^{\dagger} \Omega^{(j)}(\mathfrak{r})} \frac{1}{(2 \pi i)^{m^{\prime}}} \int_{U(\uparrow \mathfrak{r}, Z(\mathfrak{r}), a)}(N(r, H) d \Phi(H), d \Psi(-s \bar{H})) d H
$$

and the sum of

$$
\sum_{s \in \AA^{\dagger} \Omega^{(j)}(\mathfrak{s})} \frac{1}{(2 \pi i)^{m^{\prime}}} \int_{U\left(\dagger_{\mathfrak{s}, Z(\mathfrak{s}), a)}\right.}\left(N_{\mathfrak{r}}(s, H) d \Phi(H), d \Psi(-s \bar{H})\right) d H
$$

and

$$
\sum_{\mathfrak{t} \in \Psi^{(i)}(\mathfrak{r})} \sum_{t \in \dagger \Omega^{(j)}(\mathfrak{t})} \frac{1}{(2 \pi i)^{m^{\prime}-1}} \int_{U\left({ }^{\dagger}, Z(\mathfrak{t}), a\right)}(N(t, H) d \Phi(H), d \Psi(-s \bar{H})) d H
$$

is a sum of integrals of the form 7 7.m). Of course $Z(\mathfrak{r})$ belongs to $V(\mathfrak{r}, a), Z(\mathfrak{s})$ belongs to $V(\mathfrak{s}, a)$, and $Z(\mathfrak{t})$ belongs to a suitably chosen $V(\mathfrak{t}, a)$. Referring to the previous paragraph we see that $\mathfrak{t}$, with the given $V(\mathfrak{t}, a)$, may be supposed to be of type $C$. The meaning of the function $N_{\mathfrak{r}}(s, H)$ is clear.

Suppose that $\mathfrak{r}$ belongs to $R^{(i)}$ and is of type $B$. Choose the unique $\mathfrak{s}$ in $S^{(i)}$ such that $\mathfrak{r}=\mathfrak{s}$. Appealing now to the remarks following the proof of Lemma 7.1 we obtain the same conclusions as above except that the elements of $T^{(i)}(\mathfrak{r})$ are of type $B$. We let

$$
T^{(i)}=\bigcup_{\mathfrak{r} \in R^{(i)}} T^{(i)}(\mathfrak{r})
$$

If $\mathfrak{s}$ belongs to $S^{(i)}$ we associate to $\mathfrak{s}$ the Eisenstein system obtained by adding together the Eisenstein systems belonging to those $\mathfrak{r}$ in $R^{(i)}$ such that $\mathfrak{r}=\mathfrak{s}$. If the sum is not an Eisenstein
system, that is, if it vanishes identically, we remove $\mathfrak{s}$ from $S^{(i)}$. The collections $S^{(i)}$ and $T^{(i)}$ satisfy the induction assumptions.

The proof of the uniqueness will merely be sketched. We apply the second corollary to Lemma 7.4. Suppose that the collections $S_{m}, 0 \leqslant m \leqslant q$, of affine spaces together with an associated collection of Eisenstein systems satisfy the conditions of the theorem. Let * $P$ be a cuspidal subgroup of rank $m$ belonging to some element of $\{P\}$. If $P$ belongs to ${ }^{*}\{P\}^{(i)}$ and $\Phi(\cdot)$ belongs to ${ }^{*} \mathfrak{H}(V, W)$ the projection of $\widehat{\phi}$ on the subspace of ${ }^{*} \mathcal{L}(\{P\},\{V\}, W)$ spanned by eigenfunctions of the operator $A$ is uniquely determined and is equal to

$$
\sum_{\mathfrak{s} \in^{*} S^{(i)}} E(\cdot, d \Phi(X(\mathfrak{s})), X(\mathfrak{s}))
$$

It follows readily that the points $X(\mathfrak{s}), \mathfrak{s} \in{ }^{*} S^{(i)}$, and the functions $E(\cdot, F, X(\mathfrak{s})), F \in$ $L(S(\mathfrak{s}), \mathfrak{E}(V, W))$, are uniquely determined.
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## APPENDIX I

## Dirichlet series associated with quadratic forms

1. The object of this paper is to describe and prove the functional equations for some Dirichlet series suggested by Selberg in [6]. In that paper he introduces invariant differential operators on the space of positive definite $m \times m$ matrices; it is unnecessary to describe the operators explicitly now. The series considered here arise when one attempts to construct eigenfunctions of these differential operators which are invariant under the unimodular substitutions $T \rightarrow U T U^{\prime}$. The integral matrix $U$ has determinant $\pm 1$. As Selberg observes, if $s=\left(s_{1}, \ldots, s_{m}\right)$ is a complex $m$-tuple and $s_{m+1}=0$ then

$$
\omega(T, s)=|T|^{\frac{m+1}{4}} \prod_{k=1}^{m}|T|_{k}^{s_{k}-s_{k+1}-\frac{1}{2}}
$$

is an eigenfunction of the invariant differential operators. Here $|T|_{k}$ is the subdeterminant formed from the first $k$ rows of columns of $T$. Since the differential operators are invariant, if $A$ is a non-singular $m \times m$ matrix $\omega\left(A^{\prime} T A, s\right)$ is also an eigenfunction with the same eigenvalues. In particular, if $A$ is a sub-diagonal matrix with diagonal elements $\pm 1$ then $\omega\left(A T A^{\prime}, s\right)=\omega(T, S)$. Consequently the function

$$
\begin{equation*}
\Omega(T, s)=\sum_{\{U\}} \omega\left(U T U^{\prime}, s\right) \tag{1}
\end{equation*}
$$

is, at least formally, an eigenfunction which is invariant under unimodular substitutions. The sum is over a set of representatives of right-cosets of the group, $V$, of sub-diagonal matrices in the group of unimodular matrices. The series converges when $\operatorname{Re}\left(s_{k+1}-s_{k}\right)>\frac{1}{2}$, $k=1, \ldots, m-1$. One hopes to obtain eigenfunctions for other values of $s$ by continuing $\Omega(T, s)$ analytically. If this is possible it is natural to expect that $\Omega(T, s)$ satisfies some functional equations. The form of these equations is suggested by the eigenvalues of the differential operators corresponding to the eigenfunction $\omega(T, s)$ for they are symmetric functions of $s$. To be precise, if

$$
a(t)=t(t-1) \pi^{-t} \Gamma(t) \zeta(2 t)
$$

and

$$
\begin{equation*}
\Psi(T, s)=\prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) \Omega(T, s) \tag{2}
\end{equation*}
$$

then $\Psi(T, s)$ is an entire symmetric function of $s$.
Similar series may be obtained from the modular group and the generalized upper half-plane. If $Z=X+i Y$ with $Y>0$, the functions

$$
\chi(Z, s)=\omega\left(Y, s_{1}+\frac{m+1}{4}, \ldots, s_{m}+\frac{m+1}{4}\right)
$$

are eigenfunctions of the invariant differential operators. Moreover $\chi(Z, s)$ is invariant under the group, $N$, of modular transformations of the form

$$
\left[\begin{array}{cc}
A & B \\
0 & A^{\prime-1}
\end{array}\right]
$$

with $A$ in $V$. Form the function

$$
\begin{equation*}
X(Z, s)=\sum_{\{M\}} \chi(M(z), s) \tag{3}
\end{equation*}
$$

The sum is over a set of representatives of right cosets of $N$ in the modular group. The series converges when $\operatorname{Re}\left(s_{k+1}-s_{k}\right)>\frac{1}{2}, k=1, \ldots, m-1$, and $\operatorname{Re}\left(s_{1}\right)>\frac{1}{2}$. Let

$$
\begin{equation*}
\Phi(Z, s)=\prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) a\left(\frac{1}{2}+s_{i}+s_{j}\right) \prod_{i} a\left(\frac{1}{2}+s_{i}\right) X(Z, s) \tag{4}
\end{equation*}
$$

The function $\Phi(Z, s)$ may be analytically continued to an entire symmetric function of $s$. Moreover

$$
\Phi\left(Z, \pm s_{1}, \ldots, \pm s_{m}\right)=\Phi\left(Z, s_{1}, \ldots, s_{m}\right)
$$

So $\Phi$ is invariant under the Weyl group of the symplectic group just as $\Psi$ is invariant under the Weyl group of the special linear group.

Professor Bochner suggested the possibility of defining analogous functions for any algebraic number field. In order to do this I describe alternative definitions of the series (1) and (3). For this some elementary algebraic facts are required and it is convenient to state these for an arbitrary algebraic number field, $k$, of finite degree over the rationals.

Let $z_{m}$ be the $m$-dimensional coordinate space over $k$. The elements of $z_{m}$ are taken to be row vectors. All modules over $\mathfrak{o}$, the ring of integers of $k$ are to be finitely generated and to be contained in $z_{m}$. Such a module, $\mathfrak{n}$, is said to be of rank $k$ if the subspace $z$ of $z_{m}$ generated by $\mathfrak{n}$ is of dimension $k$. The rank of a module will often be indicated by a subscript. In the following $\mathfrak{m}$ will denote some fixed module in $z_{m}$ of rank $m$. A submodule $\mathfrak{n}$ of $\mathfrak{m}$ is said to be primitive (with respect to $\mathfrak{m}$ ) if $\mathfrak{n}=z \cap \mathfrak{m}$. If $\mathfrak{n}_{k}$ is a submodule of $\mathfrak{m}$ the quotient space $z_{m} / z$ may be identified with $z_{m-k}$ and the image of $\mathfrak{m}$ is a module $\mathfrak{m}^{\prime}$ in $z_{m-k}$. If $\mathfrak{n}_{k}$ is primitive the kernel of the mapping $\mathfrak{m} \rightarrow \mathfrak{m}^{\prime}$ is $\mathfrak{n}_{k}$. It is known that there is a submodule $\mathfrak{p}$ of $\mathfrak{m}$ which maps onto $\mathfrak{m}^{\prime}$ such that $\mathfrak{m}=\mathfrak{n}_{k} \oplus \mathfrak{p}$.

Now suppose that $k$ is the rational field and that $\mathfrak{m}$ consists of the elements of $z_{m}$ with integral coordinates. If $U=\left(u_{1}^{\prime}, \ldots, u_{m}^{\prime}\right)^{\prime}$ is a unimodular matrix with rows $u_{1}, \ldots, u_{m}$ let $\mathfrak{n}_{k}$ be the submodule of $\mathfrak{m}$ consisting of integral linear combinations of $u_{1}, \ldots, u_{k}$. Here $\mathfrak{n}_{k}$ is clearly of rank $k$ and it is primitive. For, let $U^{-1}=\left(w_{1}, \ldots, w_{n}\right)$ then if $u=\sum_{i=1}^{k} a_{i} u_{i}$ is integral $u w_{j}=\alpha_{j}, 1 \leqslant j \leqslant k$, is integral. So to each unimodular $U$ there is associated an ascending chain $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$ of primitive submodules. If $U$ and $V$ give rise to the same chain then

$$
\begin{aligned}
u_{1} & =a_{11} v_{1} \\
u_{2} & =a_{21} v_{1}+a_{22} v_{2} \\
& \vdots \\
u_{m} & =a_{m 1}+\cdots+a_{m m} v_{m}
\end{aligned}
$$

with integral $a_{i j}$; or $U=A V$ with

$$
A=\left[\begin{array}{ccc}
a_{11} & & \\
a_{21} & a_{22} & \\
\vdots & & \\
a_{m 1} & \cdots \cdots \cdots a_{m m}
\end{array}\right]
$$

Comparing determinants one sees that $A$ is unimodular. Consequently $U$ and $V$ belong to the same right-coset of $V$. Conversely let $\mathfrak{n}_{1} \subset \mathfrak{n}_{2} \cdots \subset \mathfrak{n}_{m}$ be an ascending chain of primitive submodules. There is a vector $u_{1}$ such that $\mathfrak{n}_{1}$ consists of integral multiples of $u_{1}$. Let $\mathfrak{n}_{1} \oplus \mathfrak{p}_{1}$ be the decomposition of $\mathfrak{m}$ described above. Then $\mathfrak{n}_{2} \cap \mathfrak{p}_{1}$ is of rank 1 and consists of integral multiples of a vector $u_{2}$. The elements of $\mathfrak{n}_{2}$ are integral linear combinations of $u_{1}$ and $u_{2}$. Continuing in this manner one obtains vectors $u_{1}, \ldots, u_{m}$ such that $\mathfrak{n}_{k}$ consists of integral linear combinations of $u_{1}, \ldots, u_{k}$. Moreover the matrix $\left(u_{1}^{\prime}, \ldots, u_{m}^{\prime}\right)^{\prime}$ is unimodular since $u_{1}, \ldots, u_{m}$ span $\mathfrak{n}_{m}=\mathfrak{m}$. Thus there is a one-to-one correspondence between right-cosets of $V$ and ascending chains of primitive submodules.

It remains to describe $\omega\left(U T U^{\prime}, s\right)$ in terms of the chain. Suppose once again that $k$ is an arbitrary algebraic number field. For convenience in calculating, the $k$ th exterior product of $z_{m}$ is taken to be $z_{\binom{m}{k}}$ and the coordinates of the $k$ th exterior product of the vectors $\alpha_{1}, \ldots, \alpha_{k}$ are the $k \times k$ subdeterminants of the matrix $\left(\alpha_{1}^{\prime}, \ldots, \alpha_{k}^{\prime}\right)^{\prime}$. If $\mathfrak{n}$ is a module in $z_{m}$ then $\mathfrak{n}^{k}$ is the module in $z_{\binom{m}{k}}$ generated by the $k$ th exterior products of the vectors in $\mathfrak{n}$. If $\mathfrak{n}_{k}$ is of rank $k$ it is often convenient to write $\mathfrak{n}^{k}$ instead of $\mathfrak{n}_{k}^{k}$; in this case $\mathfrak{n}^{k}$ is of rank 1 .

Now if $U=\left(u_{1}^{\prime}, \ldots, u_{m}^{\prime}\right)^{\prime}$ is a unimodular matrix and $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$ the associated chain of submodules $\mathfrak{n}^{k}$ consists of integral multiples of $u^{k}=u_{1} \wedge \cdots \wedge u_{k}$, the exterior product of $u_{1}, \ldots, u_{k}$. Moreover, if $T^{k}$ is the $\binom{m}{k} \times\binom{ m}{k}$ matrix formed from the $k \times k$ subdeterminants of $T$ then, by the general Lagrange identity,

$$
\left|U T U^{\prime}\right|_{k}=u^{k} T^{k} u^{k^{\prime}}
$$

Since $u^{k} T^{k} u^{k^{\prime}}$ depends only on $T$ and $\mathfrak{n}_{k}$ it may be written $T\left\{\mathfrak{n}_{k}\right\}$. Then

$$
\begin{aligned}
\omega\left(U^{\prime} T U, s\right) & =T\left\{\mathfrak{n}_{m}\right\}^{\frac{m+1}{4}} \prod_{k=1}^{m} T\left\{\mathfrak{n}_{k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}} \\
& =T\{\mathfrak{m}\}^{\frac{m+1}{4}} \prod_{k=1}^{m} T\left\{\mathfrak{n}_{k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}}
\end{aligned}
$$

and

$$
\Omega(T, s)=T\{\mathfrak{m}\}^{\frac{m+1}{4}} \sum \prod_{k=1}^{m} T\left\{\mathfrak{n}_{k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}}
$$

The sum is over all ascending chains of primitive submodules of the module of integral vectors.
Now let $k$ be an algebraic number field of degree $n$ over the rationals. Let $k_{1}, \ldots, k_{n}$ be the conjugates of $k$; as usual $k_{i}$ is real if $1 \leqslant i \leqslant r_{1}$ and complex if $r_{1}<i \leqslant n$; moreover $k_{i+r_{2}}=\bar{k}_{i}, r_{1}<i \leqslant r_{1}+r_{2}$. Let $T$ be the $n$-tuple $\left(T_{1}, \ldots, T_{n}\right)$. Each $T_{i}, 1 \leqslant i \leqslant r_{1}$, is a positive definite $m \times m$ symmetric matrix; $T_{i}, r_{i}<i \leqslant n$, is a positive definite $m \times m$ Hermitian matrix, and $T_{i+r_{2}}=\bar{T}_{i}, r_{1}<i \leqslant r_{1}+r_{2}$. If $\mathfrak{n}$ is a module of rank 1 in $z_{m}$ let $\alpha$ be
a nonzero vector in $\mathfrak{n}$ and let $\mathfrak{a}=\{a \in k \mid a \alpha \in \mathfrak{n}\}$. It is an ideal in $k$ and $\mathfrak{n}=\mathfrak{a} \alpha$. Let

$$
T\{\mathfrak{n}\}=N^{2} a \prod_{k=1}^{n} \alpha_{k} T_{k} \bar{\alpha}_{k}^{\prime}
$$

Of course $\alpha_{k}$ is the $k$ th conjugate of $\alpha$. The matrix $T\{\mathfrak{n}\}$ is independent of the vector $\alpha$ chosen. If $\mathfrak{n}_{k}$ is of rank $k$ set $T\left\{\mathfrak{n}_{k}\right\}=T^{k}\left\{\mathfrak{n}^{k}\right\} ; T^{k}=\left(T_{1}^{k}, \ldots, T_{n}^{k}\right)$. Finally, if $\mathfrak{m}$ is a finitely generated module in $z_{m}$ of rank $m$ set

$$
\Omega(T, \mathfrak{m}, s)=T\{\mathfrak{m}\}^{\frac{m+1}{4}} \sum \prod_{k=1}^{m} T\left\{\mathfrak{n}_{k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}}
$$

This sum is over all ascending chains, $\mathfrak{n}_{1} \subset \mathfrak{n}_{2} \subset \cdots \subset \mathfrak{n}_{m}$, of primitive submodules of $\mathfrak{m}$. Let

$$
a(t)=t(t-1) \pi^{-n t} 2^{-2 r_{2} t} \Delta^{t} \Gamma(t)^{r_{1}} \Gamma(2 t)^{r_{2}} \zeta(2 t),
$$

$\Delta$ being the absolute value of the discriminant of $k$ and $\zeta(\cdot)$ is the zeta-function of $k$. Then set

$$
\Psi(T, \mathfrak{m}, s)=\prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) \Omega(T, \mathfrak{m}, s)
$$

Theorem 1.
(i) The series (1') converges if $\operatorname{Re}\left(s_{k+1}-s_{k}\right)>\frac{1}{2}, k=1, \ldots, m-1$.
(ii) $\Psi(T, \mathfrak{m}, s)$ may be analytically continued to an entire symmetric function of $s$.

In order to carry out an induction on $m$ it is necessary to add
(iii) If $s=\sigma+i \tau$, then $|\Psi(T, \mathfrak{m}, s)| \leqslant f(\sigma) \prod_{i \neq j}\left(\left|s_{k}-s_{j}\right|+1\right)$.

Of course $f$ depends on $T$ and $\mathfrak{m}$ but no attempt is made here to determine precise estimates for $\Psi$.

Now consider the series (3). If $M(Z)=X_{1}+i Y_{1}$ and

$$
M=\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)
$$

then $Y_{1}=(C \bar{Z}+D)^{\prime^{-1}} Y(C Z+D)^{-1}$ so $Y_{1}^{-1}=(C Z+D) Y^{-1}(C Z+D)^{*}$. Moreover

$$
\omega\left(Y_{1}, s_{1}, \ldots, s_{m}\right)=\omega^{\prime}\left(Y_{1}^{-1},-s_{m}, \ldots,-s_{1}\right)
$$

and if $E$ is the matrix $\left(\delta_{i, n+1-i}\right)$,

$$
\omega^{\prime}(Y, s)=\omega(E Y E, s) .
$$

Consequently the series (3) may be written

$$
\sum \omega^{\prime}\left((C Z+D) Y^{-1}(C Z+D)^{*},-s_{m}-\frac{m+1}{4}, \ldots,-s_{1}-\frac{m+1}{4}\right)
$$

From an $m \times 2 m$ matrix forming the lower half of a modular matrix, $M$, we may construct the chain $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$ of primitive lattices; $\mathfrak{n}_{k}$ is the lattice spanned by the last $k$ rows of $M$ and $\mathfrak{n}_{m}$ is orthogonal to itself with respect to the skew-symmetric form

$$
\sum_{i=1}^{m} x_{i} y_{m+i}-y_{i} x_{m+1}=x J y^{\prime}
$$

Two modular matrices give rise to the same ascending chain if and only if they belong to the same right coset of $N$.

Conversely, given such an ascending chain of lattices, let $\left\{u_{1}, \ldots, u_{k}\right\}$ span $\mathfrak{n}_{k}$. Then it is possible to choose $v_{1}, \ldots, v_{m}$ so that $v_{i} J u_{j}^{\prime}=\delta_{i j}$. Suppose $v_{1}, \ldots, v_{p}$ have been chosen. Select $v_{p+1}$ so that $v_{p+1} J u_{j}^{\prime}=\delta_{p+1, j}$ and then subtract a suitable linear combination of $u_{1}, \ldots, u_{p}$ so that $v_{p+1} J v_{j}^{\prime}=0, j=1, \ldots, p+1$. It is clear that the matrix with rows $v_{m}, \ldots, v_{1}, u_{m}, \ldots, u_{1}$ is modular.

Now let $W$ be the real part of the matrix $(Z, I)^{\prime} Y^{-1}(\bar{Z}, I)$; then

$$
(C Z+D) Y^{-1}(C Z+D)^{*}=(C, D) W(C, D)^{\prime}
$$

Using the previous notation the series (3) may now be written

$$
\sum \prod_{k=1}^{m} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}
$$

the sum is over all ascending chains, $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$, of primitive submodules of the module of the integral vectors with the property that $\mathfrak{n}_{m}$ is orthogonal to itself.

Now let $k$ be an algebraic number field as before. Let $W=\left(W_{1}, \ldots, W_{n}\right)$ be an $n$-tuple of matrices satisfying the same conditions as above; let $\mathfrak{m}$ be a module of rank $2 m$ in $z_{2 m}$; and let $J$ be a non-degenerate skew-symmetric form with coefficients in $k$. We suppose, moreover, that $J_{i} \bar{W}_{i}^{-1} \bar{J}_{i}^{\prime}=W_{i}, J_{i}$ denoting the conjugates of $J$, and that $\mathfrak{m} J=\mathfrak{m}^{-1}$, which has been defined in Section 5. Then define

$$
\chi(W, \mathfrak{m}, s)=\sum \prod_{k=1}^{m} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}
$$

the sum is over all ascending chains, $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$, of primitive submodules of $M$ such that $\mathfrak{n}_{m}$ is orthogonal to itself with respect to $J$. Let

$$
\Phi(W, \mathfrak{m}, s)=\prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) a\left(\frac{1}{2}+s_{i}+s_{j}\right) \prod_{k} a\left(\frac{1}{2}+s_{i}\right) \chi(W, \mathfrak{m}, s) .
$$

Theorem 2.
(i) The series (3) converges if $\operatorname{Re}\left(s_{k+1}-s_{k}\right)>\frac{1}{2}, k=1, \ldots, m-1$ and $\operatorname{Re}\left(s_{1}\right)>\frac{1}{2}$.
(ii) $\Phi(W, \mathfrak{m}, s)$ may be analytically continued to an entire symmetric function of $s$.
(iii) $\Phi\left(W, \mathfrak{m}, \pm s_{1}, \ldots, \pm s_{m}\right)=\Phi\left(W, \mathfrak{m}, s_{1}, \ldots, s_{m}\right)$.

The discussion of Section 2 and pp. 58-77 of [5] should provide the reader with the necessary facts about Hecke's theta-formula and its relation to Dirichlet series. It leads immediately to a proof of Theorem 1 when $m=2$. For other values of $m$ the theorem is proved by induction in Section 4. Section 3 contains a preliminary discussion of the series $\left[1^{\prime}\right)$. In Section 5 another functional equation for $\Psi(T, \mathfrak{m}, s)$ is proved and Theorem 2 is proved in Section 6. In Section 7 the relation of $\Psi(T, \mathfrak{m}, s)$ to some Dirichlet series investigated by Koecher is discussed and in Section 8 a result of Klingen on the convergence of Eisenstein series is derived.
2. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be as above and consider the series

$$
\begin{equation*}
\Theta\left(T, \mathfrak{a}_{1}, \ldots, \mathfrak{a}_{m}\right)=\sum_{\alpha} e^{-\prod c \sum_{k=1}^{n}\left(\alpha_{k} T_{k} \bar{\alpha}_{k}^{\prime}\right)} . \tag{5}
\end{equation*}
$$

Here $\mathfrak{a}_{1}, \ldots, \mathfrak{a}_{m}$, are $m$ ideals in $k ; c=\left(\prod_{i} \Delta \mathfrak{a}_{i}\right)^{-1 / m n}$ with $\Delta \mathfrak{a}_{i}=\Delta N^{2} \mathfrak{a}_{i}$; the sum is over all vectors $\alpha=\left(a_{1}, \ldots, a_{m}\right)$ with $a_{i}$ in $\mathfrak{a}_{i}$; and $\alpha_{k}$ is the $k$ th conjugate of $\alpha$. Let $\left\{a_{i 1}, \ldots, a_{\text {in }}\right\}$ be a basis for $\mathfrak{a}_{i}$, then $\mathfrak{a}_{i}=\sum_{j} a_{i j} x_{i j}$ with integral $x_{i j}$ and

$$
\sum_{k=1}^{n} \alpha_{k} T_{k} \bar{\alpha}_{k}^{\prime}=\left(x_{11}, \ldots, x_{1 n}, x_{21}, \ldots, x_{m n}\right) S\left(x_{11}, \ldots, x_{m n}\right)^{\prime}
$$

where, denoting for the moment conjugates by superscripts and setting $T_{k}=\left(t_{i j}^{k}\right), S$ is the matrix

$$
\begin{aligned}
& {\left[\begin{array}{cccccc}
a_{11}^{1} \cdots \cdots \cdots a_{11}^{n} & & & & \\
\vdots & & \vdots & & & \\
a_{1 n}^{1} \cdots \cdots \cdots a_{1 n}^{n} & & & & \\
& & \ddots & & \\
& & & & & \\
& & & & a_{m 1}^{1} & \cdots \cdots a_{m 1}^{1} \\
& & & & \vdots & \\
& & & & a_{m n}^{1} & \cdots \cdots a_{m n}^{n}
\end{array}\right]}
\end{aligned}
$$

The usual considerations show that

$$
\begin{equation*}
\Theta\left(T, \mathfrak{a}_{1}, \ldots, \mathfrak{a}_{m}\right)=\prod_{k}\left|T_{k}\right|^{-1 / 2} \Theta\left(\bar{T}^{-1}, \mathfrak{a}_{1}^{\prime}, \ldots, \mathfrak{a}_{m}^{\prime}\right) \tag{6}
\end{equation*}
$$

where, if $\mathfrak{d}$ is the different, $\mathfrak{a}_{i}^{\prime}=\mathfrak{d}^{-1} \mathfrak{a}_{i}^{-1}$. It is not difficult to show that

$$
\begin{equation*}
\left|\Theta\left(T, \mathfrak{a}_{1}, \ldots, \mathfrak{a}_{m}\right)-1\right| \leqslant C e^{-\frac{1}{2}\left\|(\pi c S)^{-1}\right\|^{-1}}\left\|(\pi c S)^{-1}\right\|^{m n / 2} \tag{7}
\end{equation*}
$$

Let $\mathfrak{m}$ be a module in $z_{m}$ of rank $m$ and consider the series

$$
\varphi(T, \mathfrak{m}, t)=\sum_{\left\{n_{1}\right\}} T\left\{\mathfrak{n}_{1}\right\}^{-t}
$$

the sum is over all primitive submodules of $\mathfrak{m}$ of rank 1 . If $\mathfrak{n}$ is any submodule of $\mathfrak{m}$ of rank 1 let $z$ be the one-dimensional subspace of $z_{m}$ generated by $\mathfrak{n}$ and set $\mathfrak{n}_{1}=z \cap \mathfrak{m}$. The ideal $\mathfrak{n}_{1}$ is primitive and if $b=\left\{a \in k \mid a \mathfrak{n}_{1} \in \mathfrak{n}\right\}$ then $b$ is an integral ideal and $\mathfrak{n}=b \mathfrak{n}_{1}$. This representation of $n$ as the product of an integral ideal and a primitive submodule is unique. Thus

$$
\zeta(2 t) \varphi(T, \mathfrak{m}, t)=\sum_{n} T\{\mathfrak{n}\}^{-t} .
$$

The sum is now over all submodules of $m$ of rank 1 and $\zeta(2 t)$ is the zeta function of $k$. It is known that $\mathfrak{m}=A \mathfrak{m}^{\prime} ; A$ is some $m \times m$ matrix in $k$ and

$$
\mathfrak{m}^{\prime}=\left\{\alpha=\left(a_{1}, \ldots, a_{m}\right) \mid a_{1} \in \mathfrak{a}, a_{2}, \ldots, a_{m} \in \mathfrak{o}\right\}
$$

$\mathfrak{a}$ being some ideal in $k$. If $A^{\prime} T A=\left(A_{1}^{\prime} T_{1} A_{1}, \ldots, A_{n}^{\prime} T_{n} A_{n}\right), A_{i}$ being the conjugates of $A$, then $\varphi(T, \mathfrak{m}, t)=\varphi\left(A^{\prime} T A, \mathfrak{m}^{\prime}, t\right)$. Consequently it may be assumed that $\mathfrak{m}=\mathfrak{m}^{\prime}$. It is also convenient to take $\left|T_{i}\right|=1, i=1, \ldots, m$; then

$$
\zeta(2 t) \varphi(T, \mathfrak{m}, t)=\sum_{\left\{\mathfrak{a}_{i}\right\}}\left(N^{2} \mathfrak{a}_{i}\right)^{-t} \sum_{\alpha} \prod_{k=1}^{m}\left(\alpha_{k} T_{k} \bar{\alpha}_{k}^{\prime}\right)^{-t} .
$$

In the sum $\mathfrak{a}_{i}$ runs over a set of representatives of ideal classes; $\alpha=\left(a_{1}, \ldots, a_{n}\right)$ with $a_{1} \in \mathfrak{a q}_{i}^{-1}, a_{j} \in \mathfrak{a}_{i}^{-1}, j=2, \ldots, m ; \alpha=0$ is excluded from the sum and no two $\alpha$ differ by multiplication with a unit. For if $\alpha$ is of this form for some $i$ then $\mathfrak{a}_{i} \alpha$ is a submodule of rank 1 in $\mathfrak{m}$. Conversely if $\mathfrak{n}$ is a submodule of rank 1 it has previously been observed that it may be written as $\mathfrak{b} \beta$ where $\beta$ is a vector in $z_{m}$ and $\mathfrak{b}$ is an ideal in $k$. If $\mathfrak{b}$ is in the class of $\mathfrak{a}_{i}$, let $\mathfrak{b}=\mathfrak{a}_{i}(a)$ and $\alpha=a \beta$, then $\mathfrak{n}=\mathfrak{a}_{i} \alpha$ and $\alpha$ is of the above form. Moreover $\alpha$ is uniquely determined up to multiplication by a unit.

Multiply by

$$
(N \mathfrak{a})^{2 t / m} \pi^{-n t} 2^{-2 r_{2} t} \Delta^{t} \Gamma(t)^{r_{1}} \Gamma(2 t)^{r_{2}} .
$$

and apply the usual transformation to obtain

$$
\begin{gathered}
\sum_{\left\{\mathfrak{a}_{i}\right\}} \sum_{\alpha} \int_{-\infty}^{\infty} d z_{1} \cdots \int_{-\infty}^{\infty} d z_{r+1} e^{-\pi c \sum_{k=1}^{r+1} d_{k}\left(\alpha_{k} T_{k} \bar{\alpha}_{k}^{\prime}\right) e^{z}} e^{t \sum_{k=1}^{r+1} d_{k} z_{k}}, \\
r+1=r_{1}+r_{2}, c_{i}=\left(\Delta\left(\mathfrak{a} \mathfrak{a}_{i}^{-1}\right) \Delta\left(\mathfrak{a}_{i}^{-1}\right)^{m-1}\right)^{-1 / m n} \text { and } d_{i}=1,1 \leqslant i \leqslant r_{1}, d_{i}=2, r_{i}<i \leqslant r+1
\end{gathered}
$$

The familiar change of variables gives

$$
\begin{equation*}
\sum_{\left\{\mathfrak{a}_{i}\right\}} \frac{N}{w} \int_{-\infty}^{\infty} e^{n t v} d v \int_{-1 / 2}^{1 / 2} d \eta_{1} \cdots \int_{-1 / 2}^{1 / 2} d \eta_{r}\left\{\Theta\left(e^{v} T \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{a a}_{i}^{-1}, \mathfrak{a}_{i}^{-1}, \ldots, \mathfrak{a}_{i}^{-1}\right)-1\right\} \tag{8}
\end{equation*}
$$

Here $w$ is the order of the group of roots of unity in $k$ and $\left\{\varepsilon_{1}, \ldots, \varepsilon_{r}\right\}$ is a system of fundamental units; for the meaning of $N$ the reader is referred to [5].

It is easy to conclude from the estimate (7) that, if $t=\sigma+i \tau$ and $\sigma>\frac{m}{2} \geqslant \frac{1}{2}$,

$$
\begin{equation*}
|\varphi(T, \mathfrak{m}, t)| \leqslant f(\sigma) \uplus^{*} \tag{9}
\end{equation*}
$$

Breaking the region of integration into two parts and changing the variable of integration, (8) becomes

$$
\begin{aligned}
& \sum_{\left\{\mathfrak{a}_{i}\right\}} \frac{N}{w} \int_{0}^{\infty} e^{n t v} \int_{-1 / 2}^{1 / 2} d \eta_{1} \cdots \int_{-1 / 2}^{1 / 2} d \eta_{r}\left\{\Theta\left(e^{v} T \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{a}_{i}^{-1}, \ldots, \mathfrak{a}_{i}^{-1}\right)-1\right\} \\
& \quad+\sum_{\left\{\mathfrak{a}_{i}\right\}} \frac{N}{w} \int_{0}^{\infty} e^{-n t v} \int_{-1 / 2}^{1 / 2} d \eta_{1} \cdots \int_{-1 / 2}^{1 / 2} d \eta_{r}\left\{\Theta\left(e^{-v} T \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{a} \mathfrak{a}_{i}^{-1}, \ldots, \mathfrak{a}_{i}^{-1}\right)-1\right\} .
\end{aligned}
$$

Apply the formula (6) to obtain

$$
\begin{aligned}
& \sum_{\left\{\mathfrak{a}_{i}\right\}} \frac{N}{w} \int_{0}^{\infty} e^{n t v} \int_{-1 / 2}^{1 / 2} d \eta_{1} \cdots \int_{-1 / 2}^{1 / 2} d \eta_{r}\{ \left.\Theta\left(e^{v} T \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{a q}_{i}^{-1}, \mathfrak{a}_{i}^{-1}, \ldots, \mathfrak{a}_{i}^{-1}\right)-1\right\} \\
&+\sum_{\left\{\mathfrak{a}_{i}\right\}} \frac{N}{w} \\
& \cdot \int_{0}^{\infty} e^{n\left(\frac{m}{2}-t\right) v} \int_{-1 / 2}^{1 / 2} d \eta_{1} \cdots \int_{-1 / 2}^{1 / 2} d \eta_{r}\left\{\Theta\left(e^{v} \bar{T}^{-1} \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{d}^{-1} \mathfrak{a}^{-1} \mathfrak{a}_{i}, \mathfrak{d}^{-1} \mathfrak{a}_{i}, \ldots, \mathfrak{d}^{-1} \mathfrak{a}_{i}\right)-1\right\} \\
&-\frac{N h}{w n t}-\frac{N h}{w n\left(\frac{m}{2}-t\right)} .
\end{aligned}
$$

The integer $h$ is the class number of the field.
It is now easy to prove Theorem 1 when $m=1$ or 2 . Indeed if $m=1, z_{1}=k, \mathfrak{m}$ is an ideal $\mathfrak{a}$, and $\Psi(T, \mathfrak{m}, s)=N^{2 s} \mathfrak{a} \prod_{i=1}^{n} t_{i}^{s}$. Since, when $m=2, \Psi\left(T, \mathfrak{m}, s_{1}, s_{2}\right)$ is homogeneous of degree $s_{1}+s_{2}$ in $T_{i}, i=1, \ldots, n$, it may be assumed that $\left|T_{i}\right|=1$. It may also be assumed that $\mathfrak{m}$ has the form of the module $\mathfrak{m}^{\prime}$ described above. Then

$$
\begin{equation*}
\Omega\left(T, \mathfrak{m}, s_{1}, s_{2}\right)=T\{\mathfrak{m}\}^{s_{2}+\frac{1}{4}} \varphi\left(T, \mathfrak{m}, \frac{1}{2}+s_{2}-s_{1}\right) \tag{10}
\end{equation*}
$$

and the series $\sqrt{1})$ converges when $\operatorname{Re}\left(\frac{1}{2}+s_{2}-s_{1}\right)>1$ or $\operatorname{Re}\left(s_{2}-s_{1}\right)>\frac{1}{2}$. Moreover, since $T\{\mathfrak{m}\}=N^{2} \mathfrak{a}, \Psi\left(T, \mathfrak{m}, s_{1}, s_{2}\right)$ is $\left(\left(s_{2}-s_{1}\right)^{2}-\frac{1}{4}\right) T\{\mathfrak{m}\}^{s_{1}+s_{2}}$ times the function represented by (10) when $t=\frac{1}{2}+s_{2}-s_{1}$. Thus it is an entire function. Since $\left|T_{i}\right|=1$

$$
\bar{T}_{i}^{-1}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right] T_{i}\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and

$$
\Theta\left(e^{v} \bar{T}^{-1} \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{d}^{-1} \mathfrak{a}^{-1} \mathfrak{a}_{i}, \mathfrak{d}^{-1} \mathfrak{a}_{i}\right)=\Theta\left(e^{v} T \prod_{\ell=1}^{r}\left|\varepsilon_{\ell}\right|^{2 \eta_{\ell}}, \mathfrak{d}^{-1} \mathfrak{a}_{i}, \mathfrak{d}^{-1} \mathfrak{a}^{-1} \mathfrak{a}_{i}\right) .
$$

${ }^{*}$ Here and in the following $f(\sigma)$ is used to denote a function of the real part of a complex vector which majorizes a function of the complex vector. The function it denotes may vary from line to line.

However the function (10) does not depend on the representatives of the ideal classes chosen; so $\mathfrak{a}_{i}$ could be replaced by $\mathfrak{d a a _ { i } ^ { - 1 }}$. The result is the same as that obtained by interchanging $s_{1}$ and $s_{2}$; thus 10 is a symmetric function of $s_{1}$ and $s_{2}$ and so is $\Psi\left(T, \mathfrak{m}, s_{1}, s_{2}\right)$.
3. If $\mathfrak{n}_{k}$ and $\mathfrak{m}_{k}$ are two primitive submodules of $\mathfrak{m}$ of rank $k$ such that that $\mathfrak{n}_{k}^{k}=\mathfrak{m}_{k}^{k}$ then $\mathfrak{n}_{k}$ and $\mathfrak{m}_{k}$ lie in the same $k$-dimensional subspace of $z_{m}$ and, thus, must be the same. Consequently the series for $\Omega(T, \mathfrak{m}, s)$ is majorized by, setting $s=\sigma+i \tau$,

$$
T\{\mathfrak{m}\}^{\sigma_{m}+\frac{m-1}{4}} \prod_{k=1}^{m-1} \varphi\left(T^{k}, \mathfrak{m}^{k}, \frac{1}{2}+\sigma_{k+1}-\sigma_{k}\right)
$$

So, when $\frac{1}{2}+\sigma_{k+1}-\sigma_{k}>\frac{1}{2}\binom{m}{k}, k=1, \ldots, m-1$, the series converges and, using (9),

$$
\begin{equation*}
|\Psi(T, \mathfrak{m}, s)| \leqslant f(\sigma) \prod_{i \neq j}\left(\left|s_{i}-s_{j}\right|+1\right) . \tag{11}
\end{equation*}
$$

This is not the region of convergence promised in part (i) of Theorem 1; however (i) will follow from (ii) and Landau's Theorem on Dirichlet series with positive coefficients.

Before proceeding with the proof of (ii) it will be convenient to describe certain useful arrangements of the series $\left(1^{\prime}\right)$. That series may be written

$$
T\{\mathfrak{m}\}^{\frac{m+1}{4}} \sum_{\left\{\mathfrak{n}_{k}\right\}}\left\{\sum \prod_{j=1}^{k} T\left\{\mathfrak{n}_{j}\right\}^{s_{j}-s_{j+1}-\frac{1}{2}}\right\}\left\{\sum \prod_{j=k+1}^{m} T\left\{\mathfrak{n}_{j}\right\}^{s_{j}-s_{j+1}-\frac{1}{2}}\right\} .
$$

The outer sum is over all primitive submodules of rank $k$. The first inner sum is over all chains, $\mathfrak{n}_{1} \subset \mathfrak{n}_{2} \subset \cdots \subset \mathfrak{n}_{k}$, of primitive submodules ending at $\mathfrak{n}_{k}$; the second is over all chains, $\mathfrak{n}_{k} \subset \mathfrak{n}_{k+1} \subset \cdots \subset \mathfrak{n}_{m}$, beginning at $\mathfrak{n}_{k}$.

It was observed above that for each $\mathfrak{n}_{k}$ there is a submodule $\mathfrak{p}$ such that $\mathfrak{m}=\mathfrak{n}_{k} \oplus \mathfrak{p}$. Choose bases $\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$ and $\left\{\alpha_{k+1}, \ldots, \alpha_{m}\right\}$ for the subspace of $z_{m}$ generated by $\mathfrak{n}_{k}$ and $\mathfrak{p}$ respectively. Then

$$
\mathfrak{n}^{\prime}=\left\{\alpha=\left(a_{1}, \ldots, a_{k}\right) \mid \sum a_{i} \alpha_{i} \in \mathfrak{n}_{k}\right\}
$$

and

$$
\mathfrak{p}^{\prime}=\left\{\beta=\left(b_{k+1}, \ldots, b_{m}\right) \mid \sum b_{i} \alpha_{i} \in \mathfrak{p}\right\}
$$

are finitely generated modules in $z_{k}$ and $z_{m-k}$. To simplify calculations assume that $\mathfrak{n}^{\prime}=$ $\left\{\left(a_{1}, \ldots, a_{k}\right) \mid a_{1} \in \mathfrak{b}, a_{2}, \ldots, a_{k} \in \mathfrak{o}\right\} ; \mathfrak{b}$ is some ideal in $k$. Let $B$ be the matrix $\left(\alpha_{1}^{\prime}, \ldots, \alpha_{k}^{\prime}\right)^{\prime}$ and $A$ the matrix $\left(\alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime}\right)^{\prime}$; then set $R=B T \bar{B}^{\prime}$. It is convenient to omit any explicit reference to the components in such equations.

There is a one-to-one correspondence between chains $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{k}$ ending at $\mathfrak{n}_{k}$ and chains $\mathfrak{n}_{1}^{\prime} \subset \cdots \subset \mathfrak{n}_{k}^{\prime}$ in $\mathfrak{n}^{\prime}$. Moreover $T\left\{\mathfrak{n}_{j}\right\}=R\left\{\mathfrak{n}_{j}^{\prime}\right\}$. Consequently the first inner sum is

$$
\Omega\left(R, \mathfrak{n}^{\prime}, s_{1}-s_{k+1}-\frac{k+1}{4}, \ldots, s_{k}-s_{k+1}-\frac{k+1}{4}\right) .
$$

There is also a one-to-one correspondence between chains $\mathfrak{n}_{k} \subset \mathfrak{n}_{k+1} \subset \cdots \subset \mathfrak{n}_{m}$, chains in $\mathfrak{p}$, and chains $\mathfrak{q}_{1} \subset \mathfrak{q}_{2} \subset \cdots \subset \mathfrak{q}_{m-k}$ in $\mathfrak{p}^{\prime}$. Introduce the $n$-tuple of matrices

$$
S=\left[\begin{array}{c}
A T \bar{A}_{(1, \ldots, k, k+1 ; 1, \ldots, k, k+1)}^{\prime} \cdots \cdots A T \bar{A}_{(1, \ldots, k, k+1 ; 1, \ldots, k, m)}^{\prime} \\
\vdots \\
A T \bar{A}_{(1, \ldots, k, m ; 1, \ldots, k, k+1)}^{\prime} \cdots \cdots \cdots A T \bar{A}_{(1, \ldots, k, m ; 1, \ldots, k, m)}^{\prime}
\end{array}\right]
$$

If $H=\left(h_{i j}\right)$ is any matrix $H_{\left(i_{1}, \ldots, i_{\ell} ; j_{1}, \ldots, j_{\ell}\right)}$ is the determinant of the matrix $\left(h_{i_{u} j_{v}}\right), u, v=$ $1, \ldots, \ell$. Since

$$
S_{\left(i_{1}, \ldots, i_{\ell} ; j_{1}, \ldots, j_{\ell}\right)}
$$

is equal to

$$
\left(A T \bar{A}_{(1, \ldots, k ; 1, \ldots, k)}^{\prime}\right)^{\ell-1} \times A T \bar{A}_{\left(1, \ldots, k, i_{1}, \ldots, i_{\ell} ; 1, \ldots, k, j_{1}, \ldots, j_{\ell}\right)}^{\prime}
$$

it is not difficult to show that

$$
\begin{equation*}
T\left\{\mathfrak{n}_{k+\ell}\right\}=N^{2} \mathfrak{b} \prod\left(A T \bar{A}_{(1, \ldots, k ; 1, \ldots, k)}^{\prime}\right)^{1-\ell} S\left\{\mathfrak{q}_{\ell}\right\} \tag{12}
\end{equation*}
$$

The product is the product of the indicated subdeterminants of the components of $A T \bar{A}^{\prime}$. Consequently the second inner sum with the factor $T\{\mathfrak{m}\}^{\frac{m+1}{4}}$ incorporated is the product of

$$
T\{\mathfrak{m}\}^{k / 4}\left(N^{2} \mathfrak{b}\right)^{s_{k+1}-\frac{m-k-1}{4}} \prod\left(A T \bar{A}_{(1, \ldots, k ; 1, \ldots, k)}^{\prime}\right)^{-s_{k+2}-\cdots-s_{m}-\frac{m-k-1}{4}}
$$

and

$$
\Omega\left(S, \mathfrak{p}^{\prime}, s_{k+1}, \ldots, s_{m}\right)
$$

However

$$
\begin{equation*}
N^{2} \mathfrak{b} \prod A T \bar{A}_{(1, \ldots, k ; 1, \ldots, k)}^{\prime}=T\left\{\mathfrak{n}_{k}\right\} \tag{13}
\end{equation*}
$$

and the factor $T\left\{\mathfrak{n}_{k}\right\}^{-s_{k+2}-\cdots-s_{m}-\frac{m-k-1}{4}}$ may be absorbed into the first sum. The result is

$$
T\{\mathfrak{m}\}^{k / 4} \sum_{\left\{\mathfrak{n}_{k}\right\}}\left(N^{2} \mathfrak{b}\right)^{s_{k+1}+\cdots+s_{m}} \Omega\left(S, \mathfrak{p}^{\prime}, s_{k+1}, \ldots, s_{m}\right) \Omega\left(R, \mathfrak{n}^{\prime}, r\right)
$$

with

$$
r=\left(s_{1}-s_{k+1}-\cdots-s_{m}-\frac{m}{4}, \ldots, s_{k}-s_{k+1}-\cdots-s_{m}-\frac{m}{4}\right) .
$$

There is a corresponding representation of $\Psi$ :

$$
\begin{equation*}
\Psi(T, \mathfrak{m}, s)=\gamma_{k}(s) T\{\mathfrak{m}\}^{k / 4} \sum_{\mathfrak{n}_{k}}\left(N^{2} \mathfrak{b}\right)^{s_{k+1}+\cdots+s_{m}} \Psi\left(S, \mathfrak{p}^{\prime}, s_{k+1}, \ldots, s_{m}\right) \Psi\left(R, \mathfrak{n}^{\prime}, r\right) \tag{14}
\end{equation*}
$$

with

$$
\gamma_{k}(s)=\prod_{\substack{i>k \\ j \leqslant k}} a\left(\frac{1}{2}+s_{i}-s_{j}\right) .
$$

The series (14) converges if $\sigma_{k+1}-\sigma_{k} \geqslant b$ ( $b$ is a suitable positive constant), $k=1, \ldots, m-1$. Assume that parts (ii) and (iii) of the theorem are true for $k$ and $m-k$. Then the series is symmetric in the first $k$ and last $m-k$ coordinates of $s$. Thus, if for some permutation $\pi$ of $\{1, \ldots, m\}$ which leaves the sets $\{1, \ldots, k\}$ and $\{k+1, \ldots, m\}$ invariant $\sigma_{\pi(k+1)}-\sigma_{\pi(k)} \geqslant b$, $k=1, \ldots, m-1$, the series will converge and the estimate (11) will be valid. It will now be shown that the series converges in the region defined by

$$
\begin{equation*}
\sigma_{i}-\sigma_{j} \geqslant c_{m-k}(b)+c_{k}(b) ; \quad i>k, j \leqslant k \tag{15}
\end{equation*}
$$

The constants $c_{m-k}(b)$ and $c_{k}(b)$ are obtained from the following lemma.
Lemma. If $\gamma=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ is an $m$-tuple of real numbers and $b$ is a positive constant there are $m$-tuples of $\gamma^{\prime}$, $\gamma^{\prime \prime}$ such that
(i) $\gamma=\frac{1}{2}\left(\gamma^{\prime}+\gamma^{\prime \prime}\right)$,
(ii) $\left|\gamma_{i}-\gamma_{i}^{\prime}\right| \leqslant c_{m}(b)$ and $\left|\gamma_{i}-\gamma_{i}^{\prime \prime}\right| \leqslant c_{m}(b)$,
(iii) there are permutations $\pi^{\prime}$ and $\pi^{\prime \prime}$ such that

$$
\gamma_{\pi^{\prime}(k+1)}^{\prime}-\gamma_{\pi^{\prime}(k)}^{\prime} \geqslant b, \quad \gamma_{\pi^{\prime \prime}(k+1)}^{\prime \prime}-\gamma_{\pi^{\prime \prime}(k)}^{\prime \prime} \geqslant b, \quad k=1, \ldots, m-1
$$

$c_{m}(b)$ is a constant depending only on $m$ and $b$.
Suppose the lemma has been proven for $1, \ldots, m-1$. It may be supposed that $c_{1}(b) \leqslant$ $c_{2}(b) \leqslant \cdots \leqslant c_{m-1}(b)$ and that $\gamma_{1} \geqslant \gamma_{2} \geqslant \cdots \geqslant \gamma_{m}$. If $\gamma_{1}-\gamma_{m} \geqslant(m-1)\left(2 c_{m-1}(b)+b\right)$ then for some $k, \gamma_{k}-\gamma_{k+1} \geqslant 2 c_{m-1}(b)+b$. Apply the lemma to the vectors $\left(\gamma_{1}, \ldots, \gamma_{k}\right)$ and $\left(\gamma_{k+1}, \ldots, \gamma_{m}\right)$ to obtain $\gamma_{1}^{\prime}, \ldots, \gamma_{m}^{\prime}, \gamma_{1}^{\prime \prime}, \ldots, \gamma_{m}^{\prime \prime}$. These $m$-tuples satisfy the conditions of the lemma if $c_{m}(b) \geqslant c_{m-1}(b)$. If $\gamma_{1}-\gamma_{m}<(m-1)\left(2 c_{m-1}(b)+b\right)$ set $a=2(m-1) c_{m-1}(b)+m b$ and

$$
\begin{aligned}
\gamma_{1}^{\prime} & =\gamma_{1}+(m-1) a, \gamma_{2}^{\prime}=\gamma_{2}+(m-2) a, \ldots, \gamma_{m}^{\prime}=\gamma_{m}, \\
\gamma_{1}^{\prime \prime} & =\gamma_{1}-(m-1) a, \gamma_{2}^{\prime \prime}=\gamma_{2}-(m-2) a, \ldots, \gamma_{m}^{\prime \prime}=\gamma_{m} .
\end{aligned}
$$

Then

$$
\begin{aligned}
& \gamma_{k}^{\prime}-\gamma_{k+1}^{\prime}=a+\gamma_{k}-\gamma_{k+1} \geqslant a-(m-1)\left(2 c_{m-1}(b)+b\right)=b, \\
& \gamma_{k+1}^{\prime \prime}-\gamma_{k}^{\prime \prime}=a+\gamma_{k+1}-\gamma_{k} \geqslant a-(m-1)\left(2 c_{m-1}(b)+b\right)=b
\end{aligned}
$$

This proves the lemma if $c_{m}(b)=(m-1) a$.
If $s=\left(s_{1}, \ldots, s_{m}\right)=\left(\sigma_{1}+i \tau_{1}, \ldots, \sigma_{m}+i \tau_{m}\right)$ is in the region defined by (13) apply the lemma to $\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ and $\left(\sigma_{k+1}, \ldots, \sigma_{m}\right)$ to obtain $\sigma_{1}^{\prime}, \ldots, \sigma_{m}^{\prime}, \sigma_{1}^{\prime \prime}, \ldots, \sigma_{m}^{\prime \prime}$. Set

$$
\begin{aligned}
s^{\prime} & =\left(\sigma_{1}^{\prime}+i \tau, \ldots, \sigma_{m}^{\prime}+i \tau_{m}\right), \\
s^{\prime \prime} & =\left(\sigma_{1}^{\prime \prime}+i \tau, \ldots, \sigma_{m}^{\prime \prime}+i \tau_{m}\right), \\
s(t) & =t s^{\prime}+(1-t) s^{\prime \prime} .
\end{aligned}
$$

Then the series (14) may be written

$$
\begin{align*}
& T\{\mathfrak{m}\}^{k / 4} \sum_{\left\{\mathfrak{n}_{k}\right\}} \frac{e^{-1 / 4}}{2 \pi i} \int_{1-i \infty}^{1+i \infty} d t+\int_{i \infty}^{-i \infty} d t e^{t^{2}} \gamma_{k}(s(t))\left(N^{2} \mathfrak{b}\right)^{s_{k+1}(t)+\cdots+s_{m}(t)}  \tag{16}\\
& \cdot \Psi\left(S, \mathfrak{p}^{\prime}, s_{k+1}(t), \ldots, s_{m}(t)\right) \Psi\left(R, \mathfrak{n}^{\prime}, r(t)\right) .
\end{align*}
$$

Because of the assumed validity of (iii) the integrals converge. Inverting the order of integration and summation gives a series with a convergent majorant of the form

$$
\left|e^{t^{2}}\right| \prod_{i \neq j}\left(\left|s_{i}(t)-s_{j}(t)\right|+1\right) \sum_{\left\{\mathfrak{n}_{k}\right\}} f\left(\mathfrak{n}_{k}, \sigma\right),
$$

$\sigma$ being the real part of $t$. Consequently (14) converges and is equal to

$$
T\{\mathfrak{m}\}^{k / 4} \frac{e^{-1 / 4}}{2 \pi i} \int_{1-\infty}^{1+\infty} d t+\int_{i \infty}^{-i \infty} d t e^{t^{2}} \Psi(T, \mathfrak{m}, s(t))
$$

So $\Psi(T, \mathfrak{m}, s)$ is defined; moreover

$$
\begin{aligned}
|\Psi(T, \mathfrak{m}, s)| \leqslant c & \int_{-\infty}^{\infty} e^{-t^{2}}\left\{\prod_{i \neq j}\left(\left|s_{i}(i t)-s_{j}(i t)\right|+1\right) f\left(\sigma^{\prime}\right)\right. \\
& \left.+\prod_{i \neq j}\left(\left|s_{i}(1+i t)-s_{j}(1+i t)\right|+1\right) f\left(\sigma^{\prime \prime}\right)\right\} d t \\
\leqslant & f(\sigma) \prod_{i \neq j}\left(\left|s_{i}-s_{j}\right|+1\right)
\end{aligned}
$$

$\sigma$ being the real part of $s$.
4. The theorem will now be proved by induction. It is sufficient to show that for each $N>0, \Psi(T, \mathfrak{m}, s)$ may be continued analytically to the region: $\sum_{i=1}^{m-2}\left|\sigma_{i}\right|<N, \sigma_{m-1}$ and $\sigma_{m}$ arbitrary. The diagram represents a decomposition of this region into four overlapping parts. The region I lies in the region defined by (15) when $k=m-1$. The region II lies in the region defined by (15) when $k=m-2$. Moreover when $k=m-1$ or $m-2$ the assumption of Section 3 is part of the induction hypothesis. Consequently $\Psi(T, \mathfrak{m}, s)$ may be continued analytically to the regions I and II. Moreover it will be symmetric there in $s_{1}$ and $s_{2}$; consequently it may be extended to III. The inequality (11) will be valid in these regions.


To extend $\Psi$ to the region IV let

$$
\begin{aligned}
& \xi_{1}=s_{m-1}+s_{m} \\
& \xi_{2}=s_{m-1}-s_{m}
\end{aligned}
$$

Then, taking $c$ large enough, the formula

$$
\Psi(T, \mathfrak{m}, s)=\frac{e^{-\xi_{2}^{2}}}{2 \pi i} \int_{c-i \infty}^{c+i \infty} d \zeta+\int_{-c+i \infty}^{-c-i \infty} \frac{e^{\zeta^{2}} \Psi\left(T, \mathfrak{m}, s_{1}, \ldots, s_{m-2}, \frac{\xi_{1}+\zeta}{2}, \frac{\xi_{1}-\zeta}{2}\right)}{\zeta-\xi_{2}}
$$

effects the desired continuation to IV. Moreover the inequality (11) is easily shown to remain valid.
5. If $\mathfrak{m}$ is a module of rank $m$ in $z_{m}$ let $\mathfrak{m}^{-1}=\left\{\beta \mid \alpha \beta^{\prime} \in \mathfrak{o}\right.$ for all $\left.\alpha \in \mathfrak{m}\right\}$. As an essentially simple consequence of the definition

$$
\begin{equation*}
\Psi(T, \mathfrak{m}, s)=\Psi\left(\bar{T}^{-1}, \mathfrak{m}^{-1},-s\right) \tag{17}
\end{equation*}
$$

Indeed, to establish this it is sufficient to show that

$$
\begin{equation*}
\Omega\left(T, \mathfrak{m}, s_{1}, \ldots, s_{m}\right)=\Omega\left(\bar{T}^{-1}, \mathfrak{m}^{-1},-s_{m}, \ldots,-s_{1}\right) \tag{18}
\end{equation*}
$$

in the common region of convergence for the two series. If $\mathfrak{n}_{k}$ is a submodule of rank $k$ let $\mathfrak{q}_{m-k}=\left\{\beta \in \mathfrak{m}^{-1} \mid \alpha \beta^{\prime}=0\right.$ for all $\left.\alpha \in \mathfrak{n}_{k}\right\}$. Then $\mathfrak{q}_{m-k}$ is primitive and corresponding to the chain $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$ is the chain $\mathfrak{q}_{1} \subset \cdots \subset \mathfrak{q}_{m}=\mathfrak{m}^{-1}$. To prove (18) it is sufficient to show

$$
\begin{equation*}
T\{\mathfrak{m}\}^{\frac{m+1}{4}} \prod_{k=1}^{m} T\left\{\mathfrak{n}_{k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}}=\bar{T}^{-1}\left\{\mathfrak{m}^{-1}\right\}^{\frac{m+1}{4}} \prod_{k=1}^{m-1} \bar{T}^{-1}\left\{\mathfrak{q}_{m-k}\right\}^{s_{k}-s_{k+1}-\frac{1}{2}} \tag{19}
\end{equation*}
$$

Of course, $s_{0}=0$. Replacing $T$ by $A T \bar{A}^{\prime}$ if necessary, it may be assumed that

$$
\mathfrak{n}_{k}=\left\{\alpha=\left(a_{1}, \ldots, a_{k}, 0, \ldots, 0\right) \mid a_{i} \in \mathfrak{a}_{i}\right\}, \quad k=1, \ldots, m
$$

$\mathfrak{a}_{i}, i=1, \ldots, m$, being some ideal in $k$. Then

$$
\mathfrak{q}_{m-k}=\left\{\beta=\left(0, \ldots, 0, b_{k+1}, \ldots, b_{m}\right) \mid b_{i} \in \mathfrak{a}_{i}^{-1}\right\}, \quad k=0, \ldots, m-1
$$

Since both sides are homogeneous of degree $\sum_{i} s_{i}$ in $T_{j}$ it may be assumed that $\left|T_{j}\right|=1$, $j=1, \ldots, n$. Then

$$
T\left\{\mathfrak{n}_{k}\right\}=N^{2}\left(\mathfrak{a}_{1} \cdots \mathfrak{a}_{k}\right) \prod T_{(1, \ldots, k ; 1, \ldots, k)}
$$

and

$$
\begin{aligned}
\bar{T}^{-1}\left\{\mathfrak{q}_{m-k}\right\} & =N^{2}\left(\mathfrak{a}_{m}^{-1} \cdots \mathfrak{a}_{k+1}^{-1}\right) \prod \bar{T}_{(k+1, \ldots, m ; k+1, \ldots, m)}^{-1} \\
& =N^{2}\left(\mathfrak{a}_{m}^{-1} \cdots \mathfrak{a}_{k+1}^{-1}\right) \prod T_{(1, \ldots, k ; 1, \ldots, k)} .
\end{aligned}
$$

The product is over the indicated subdeterminants of the components of $T$ or $\bar{T}^{-1}$; there is no convenient place for the subscripts. Thus the left side of (19) is

$$
\left(N^{2} \mathfrak{a}_{1}\right)^{s_{1}+\frac{1-m}{4}}\left(N^{2} \mathfrak{a}_{2}\right)^{s_{1}+\frac{3-m}{4}} \cdots\left(N^{2} \mathfrak{a}_{m}\right)^{s_{m}+\frac{m-1}{4}} \prod_{k=1}^{m} \prod\left(T_{(1, \ldots, k ; 1, \ldots, k)}\right)^{s_{k}-s_{k+1}-\frac{1}{2}}
$$

and the right side is

$$
\left(N^{2} \mathfrak{a}_{m}^{-1}\right)^{-s_{m}+\frac{1-m}{4}} \cdots\left(N^{2} \mathfrak{a}_{1}^{-1}\right)^{-s_{1}+\frac{m-1}{4}} \prod_{k=1}^{m} \prod\left(T_{(1, \ldots, k ; 1, \ldots, k)}\right)^{s_{k}-s_{k+1}-\frac{1}{2}},
$$

which establishes (19).
6. The proof of Theorem 2 will now be given omitting, however, that part of the analysis which is merely a repetition of the above. As in the proof of Theorem 1, the series for $\chi(W, \mathfrak{m}, s)$ is majorized by

$$
\prod_{k=1}^{m} \varphi\left(W^{k}, \mathfrak{m}^{k}, \frac{1}{2}+s_{m-k+1}-s_{m-k}\right)
$$

with $s_{0}=0$. Consequently it converges for

$$
\begin{equation*}
\operatorname{Re}\left(s_{k+1}-s_{k}\right)>b, \quad k=1, \ldots, m-1, \operatorname{Re}\left(s_{1}\right)>b \tag{20}
\end{equation*}
$$

$b$ being some positive constant. The series for $\Phi(W, \mathfrak{m}, s)$ may be written

$$
\prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) \prod_{i} a\left(\frac{1}{2}+s_{i}\right) \sum_{\left\{\mathfrak{n}_{m}\right\}} \sum \prod_{i>j} a\left(\frac{1}{2}+s_{i}-s_{j}\right) \prod_{k=1}^{m} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}
$$

The outer sum is over all primitive submodules which are orthogonal to themselves with respect to $J$; the inner sum is over all chains $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m}$ of primitive submodules which end at $\mathfrak{n}_{m}$. For each $\mathfrak{n}_{m}$ choose a basis $\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ for the subspace of $z_{2 m}$ spanned by $\mathfrak{n}_{m}$. Set $A=\left(\alpha_{1}^{\prime} \cdots \alpha_{m}^{\prime}\right)^{\prime}$ and let $V=A W \bar{A}^{\prime}$; then the inner sum is

$$
\Psi\left(V, \mathfrak{n},-s_{m}-\frac{m+1}{4}, \ldots,-s_{1}-\frac{m+1}{4}\right)
$$

with $\mathfrak{n}=\left\{\left(a_{1}, \ldots, a_{m}\right) \mid \sum a_{i} \alpha_{i} \in \mathfrak{n}_{m}\right\}$. Then

$$
\begin{array}{rl}
\Phi(W, \mathfrak{m}, s)=\prod_{i>j} a\left(\frac{1}{2}+s_{i}+s_{j}\right) \prod_{i} & a\left(\frac{1}{2}+s_{i}\right)  \tag{21}\\
& \cdot \sum \Psi\left(V, \mathfrak{n},-s_{m}-\frac{m+1}{4}, \ldots,-s_{1}-\frac{m+1}{4}\right)
\end{array}
$$

Using the lemma and the techniques of Section 3 it can be shown that the series (21) converges for $\operatorname{Re}\left(s_{i}\right)>b_{i}, i=1, \ldots, m$, and represents a symmetric function of $\left(s_{1}, \ldots, s_{m}\right)$.

To continue the function to negative values of the arguments the arrangement

$$
\begin{align*}
& \prod_{i>j} a\left(\frac{1}{2}+s_{i}+s_{j}\right) a\left(\frac{1}{2}+s_{i}-s_{j}\right)  \tag{22}\\
& \cdot \prod_{i=2}^{m} a\left(\frac{1}{2}+s_{i}\right) \sum \sum a\left(\frac{1}{2}+s_{1}\right) \prod_{k=1}^{m} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}
\end{align*}
$$

is used. The outer sum is over all chains $\mathfrak{n}_{1} \subset \cdots \subset \mathfrak{n}_{m-1}$ such that $\mathfrak{n}_{m-1}$ is orthogonal to itself; the inner sum is over all primitive submodules $\mathfrak{n}_{m}$ such that $\mathfrak{n}_{m-1} \subset \mathfrak{n}_{m} \subset \mathfrak{n}_{m-1}^{\perp}, \mathfrak{n}_{m-1}^{\perp}$ is the orthogonal complement of $\mathfrak{n}_{m-1}$ with respect to $J$.

Let $\left\{\beta_{1}, \ldots, \beta_{m+1}\right\}$ be a basis for the subspace of $z_{2 m}$ generated by $\mathfrak{n}_{m-1}$. Set $B=$ $\left(\beta_{1}^{\prime} \cdots \beta_{m+1}^{\prime}\right)^{\prime}$ and $U=B W \bar{B}^{\prime}$. Let

$$
\mathfrak{p}=\left\{\left(b_{1}, \ldots, b_{m+1}\right) \mid \sum b_{i} \beta_{i} \in \mathfrak{n}_{m-1}^{\perp}\right\}
$$

and

$$
\mathfrak{q}=\left\{\left(b_{1}, \ldots, b_{m+1}\right) \mid \sum b_{i} \beta_{i} \in \mathfrak{n}_{m-1}\right\} .
$$

Now in the argument preceding (12) replace $\mathfrak{n}_{k}$ by $\mathfrak{q}, \mathfrak{m}$ by $\mathfrak{p}$ and $T$ by $U$. We conclude that there is a module $\mathfrak{q}_{2}$ of rank 2 in $z_{2}$, an $n$-tuple $S$ of $2 \times 2$ matrices, an ideal $\mathfrak{b}$, and a one-to-one correspondence between the primitive submodules $\mathfrak{n}_{m}$ and primitive submodules, $\mathfrak{q}_{1}$, of rank 1 in $\mathfrak{q}_{2}$ such that

$$
W\left\{\mathfrak{n}_{m}\right\}=N^{2} \mathfrak{b} S\left\{\mathfrak{q}_{1}\right\} .
$$

Consequently the inner sum is

$$
\prod_{k=1}^{m-1} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}\left(N^{2} \mathfrak{b}\right)^{-s_{1}-\frac{1}{2}} \Psi\left(S, \mathfrak{q}_{2},-s_{1}-\frac{1}{4},-\frac{1}{4}\right)
$$

which equals

$$
\prod_{k=1}^{m-1} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}\left(N^{2} \mathfrak{b}\right)^{-s_{1}-\frac{1}{2}} \Psi\left(S, \mathfrak{q}_{2},-\frac{1}{4},-s_{1}-\frac{1}{4}\right)
$$

or

$$
\prod_{k=1}^{m-1} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}}\left(N^{2} \mathfrak{b}\right)^{-s_{1}-\frac{1}{2}} S\left\{\mathfrak{q}_{2}\right\}^{-s_{1}} \Psi\left(S, \mathfrak{q}_{2}, s_{1}-\frac{1}{4},-\frac{1}{4}\right)
$$

However, by formulae (12) and (13)

$$
S\left\{\mathfrak{q}^{2}\right\}=\left(N^{2} \mathfrak{b}\right)^{-2} W\left\{\mathfrak{n}_{m-1}^{\perp}\right\} W\left\{\mathfrak{n}_{m-1}\right\}
$$

By the proof of the formula 19

$$
W\left\{\mathfrak{n}_{m-1}^{\perp}\right\}=W\{\mathfrak{m}\} \bar{W}^{-1}\left\{\mathfrak{q}_{m-1}\right\}
$$

$\mathfrak{q}_{m-1}$ being the orthogonal complement of $\mathfrak{n}_{m-1}^{\perp}$ in $\mathfrak{m}^{-1}$. Since $\mathfrak{m}^{-1}=\mathfrak{m} J, \mathfrak{q}_{m-1}=\mathfrak{n}_{m-1} J$. Moreover $W\{\mathfrak{m}\}=\prod_{i}\left|W_{i}\right| N^{2}\left(\mathfrak{m}^{2 m}\right)$ and $\left(\mathfrak{m}^{-1}\right)^{2 m}=|J| \mathfrak{m}^{2 m}$, so that $N^{2}\left(\mathfrak{n}^{2 m}\right)=N^{-1}(|J|)$. Moreover, $J_{i} \bar{W}_{i}^{-1} \bar{J}_{i}^{-1}=W_{i}$, so that $N^{2}(|J|)=\prod_{i}\left|W_{i}\right|^{2}$. Consequently $W\{\mathfrak{m}\}=1$. Finally

$$
W\left\{\mathfrak{n}_{m-1}^{\perp}\right\}=\bar{W}^{-1}\left\{\mathfrak{n}_{m-1} J\right\}=W\left\{\mathfrak{n}_{m-1}\right\}
$$

Thus the inner sum in (22) equals

$$
\prod_{k=1}^{m-1} W\left\{\mathfrak{n}_{k}\right\}^{s_{m-k}-s_{m-k+1}-\frac{1}{2}} W\left\{\mathfrak{n}_{m-1}\right\}^{-s_{1}-s_{2}-\frac{1}{2}}\left(N^{2} \mathfrak{b}\right)^{s_{1}-\frac{1}{2}} \Psi\left(S, \mathfrak{q}_{2}, s_{1}-\frac{1}{4},-\frac{1}{4}\right)
$$

So it is an entire function of $s_{1}$ which is invariant when $s_{1}$ changes sign. Using the previous methods it may be concluded that $\Phi(T, \mathfrak{m}, s)$ may be continued to the region: $\operatorname{Re}\left(s_{i}\right)>b_{i}$, $i=2, \ldots, m, s_{1}$ arbitrary. It may then be continued to any domain obtained from this one by permuting the variables. The continuation to the entire $m$-dimensional space is then effected by Cauchy's integral formula.
7. Koecher [4] establishes, at least when the basic algebraic number field is the rational field, a functional equation for the series

$$
\begin{equation*}
\zeta_{k}(T, \mathfrak{m}, t)=\sum_{\{\mathfrak{n}\}} T\{\mathfrak{n}\}^{-t} \tag{23}
\end{equation*}
$$

where the sum is taken over all submodules of rank $k$ of a given module $\mathfrak{m}$, of rank $m$, contained in $z_{m}$. It will be shown in this section that for special values of $s$ the function $\Psi(T, \mathfrak{m}, s)$ reduces, apart from a factor depending only on $t$, to $\zeta_{k}(T, \mathfrak{m}, t)$ and that the functional equation for $\zeta_{k}$ is a special case of the functional equations for $\Psi$. The factor however has too many zeros and it is apparently not possible to deduce Koecher's results on the poles of $\zeta_{k}$ from the fact that $\Psi$ is entire. These may be established by separate arguments similar to those above.

The series in (23) may be reduced to a sum over primitive submodules. If $\mathfrak{n}$ is a submodule of rank $k$ then $\mathfrak{n}$ may be uniquely represented as $a \mathfrak{n}_{k} ; \mathfrak{n}_{k}$ is a primitive submodule and $\mathfrak{a}$ is an integral right ideal in the ring of endomorphisms of $\mathfrak{n}_{k}$. Using the theory of algebras, as presented in [1], it is not difficult to show that (23) equals

$$
\begin{equation*}
\zeta(2 t) \cdots \zeta(2 t-(k-1)) \sum_{\left\{\mathfrak{n}_{k}\right\}} T\left\{\mathfrak{n}_{k}\right\}^{-t} \tag{24}
\end{equation*}
$$

the sum now being over all primitive submodules of rank $k$. Here $\zeta(\cdot)$ is the zeta-function of the given field $k$.

Using formula (14) of Section 3 it may be shown by induction that

$$
\begin{equation*}
\Psi\left(T, \mathfrak{m}, t-\frac{m-1}{4}, t-\frac{m-3}{4}, \ldots, t+\frac{m-1}{4}\right)=\gamma_{m} T\{\mathfrak{m}\}^{t} \tag{25}
\end{equation*}
$$

with

$$
\begin{aligned}
\gamma_{m}= & \left(\frac{N h}{w n}\right)^{m-1}\left(\frac{2 \cdot 1}{4}\right)^{m-2}\left(\frac{3 \cdot 2}{4}\right)^{m-3} \cdots \frac{(m-1)(m-2)}{4} \\
& \cdot \frac{m!}{2^{m-1}} b(1)^{m-1} b\left(\frac{3}{2}\right)^{m-2} \cdots b\left(\frac{m-1}{2}\right) \\
b(t)= & \pi^{-n t} 2^{-2 r_{2} t} \Delta^{t} \Gamma(t)^{r_{1}} \Gamma(2 t)^{r_{2}} \zeta(2 t) .
\end{aligned}
$$

Indeed, by the induction hypothesis and formula (14) with $k=1$

$$
\begin{aligned}
& \Psi\left(T, \mathfrak{m}, s_{1}, t-\frac{m-3}{4}, \ldots, t+\frac{m-1}{4}\right) \\
&= \prod_{i=2}^{m} a\left(\frac{1}{2}+s_{i}-s_{1}\right) \gamma_{m-1} T\{\mathfrak{m}\}^{t+\frac{1}{2}} \sum_{\left\{\mathfrak{n}_{1}\right\}} T\left\{\mathfrak{n}_{1}\right\}^{s_{1}-t-\frac{m+1}{4}}
\end{aligned}
$$

Setting $s_{1}-t-\frac{m+1}{4}=-\frac{m}{2}$ or $s_{1}=t-\frac{m-1}{4}$ and applying formula (10), we obtain (25).
As a consequence

$$
\Psi\left(T, \mathfrak{m}, s_{1}, \ldots, s_{k},-\frac{m-1}{4},-\frac{m-1}{4}+\frac{1}{2}, \ldots,-\frac{m-1}{4}+\frac{m-k-1}{2}\right)
$$

is equal to

$$
\gamma_{k}(s) \gamma_{m-k} T\{\mathfrak{m}\}^{k / 4} \sum_{\left\{\mathfrak{n}_{k}\right\}}\left(N^{2} \mathfrak{b}\right)^{s_{k+1}+\cdots+s_{m}} S\left(\mathfrak{p}^{\prime}\right)^{-k / 4} \Psi\left(R, \mathfrak{n}^{\prime}, s_{1}+(m-k) \frac{k}{4}-\frac{m}{4}, \ldots\right)
$$

or

$$
\gamma_{k}(s) \gamma_{m-k} \sum_{\left\{\mathfrak{n}_{k}\right\}} \Psi\left(R, \mathfrak{n}^{\prime}, s_{1}-\frac{m-k}{4}, \ldots, s_{k}-\frac{m-k}{4}\right) .
$$

Now let $s_{k}=-t+\frac{m-1}{4}, \ldots, s_{1}=-t+\frac{m-1}{4}-\frac{k-1}{2}$ and apply (25) again to obtain

$$
\begin{equation*}
\gamma_{k} \gamma_{m-k} \gamma_{k}(s) \sum_{\left\{\mathfrak{n}_{k}\right\}} T\left\{\mathfrak{n}_{k}\right\}^{-t} . \tag{26}
\end{equation*}
$$

Let

$$
\begin{gathered}
a^{\prime}(t)=\pi^{-n t} 2^{-2 r_{2} t} \Delta^{t} \Gamma(t)^{r_{1}} \Gamma(2 t)^{r_{2}}, \\
\psi(t)=t\left(t-\frac{1}{2}\right) a^{\prime}(t) \zeta(2 t),
\end{gathered}
$$

and

$$
\Psi_{k}(T, \mathfrak{m}, t)=\prod_{j=0}^{k-1}\left(t-\frac{j}{2}\right)\left(t-\frac{m-j}{2}\right) a^{\prime}\left(t-\frac{j}{2}\right) \zeta_{k}(T, \mathfrak{m}, t) .
$$

Finally, let $\Psi_{k}(t)$ be the function obtained by multiplying together all terms of the matrix

$$
\left[\begin{array}{ccc}
\psi\left(t-\frac{k}{2}\right) & \psi\left(t-\frac{k+1}{2}\right) \cdots \cdots \psi\left(t-\frac{m-2}{2}\right) \\
\psi\left(t-\frac{k-1}{2}\right) & \vdots \\
\vdots & \vdots \\
\psi\left(t-\frac{1}{2}\right) \cdots \cdots \cdots \cdots \cdots \cdots \cdots \psi\left(t-\frac{m-k-1}{2}\right)
\end{array}\right]
$$

Then, if $k<m$, 26) equals

$$
\gamma_{k} \gamma_{m-k} \psi_{k}(t) \Psi_{k}(T, \mathfrak{m}, t)
$$

Since $\psi(t)=\psi\left(\frac{1}{2}-t\right)$, replacing $t$ by $\frac{m}{2}-t$ in the above matrix gives the same result as reflecting it in its centre. Consequently

$$
\psi_{k}(t)=\psi_{k}\left(\frac{m}{2}-t\right)
$$

Making use of the functional equations for $\Psi$, we see that

$$
\gamma_{k} \gamma_{m-k} \psi_{k}(t) \Psi_{k}(T, \mathfrak{m}, t)
$$

is equal to

$$
\Psi\left(T, \mathfrak{m},-t+\frac{m-1}{4}-\frac{k-1}{2}, \ldots,-t+\frac{m-1}{4},-\frac{m-1}{4}, \ldots,-\frac{m-1}{4}+\frac{m-k-1}{2}\right)
$$

or

$$
\Psi\left(\bar{T}^{-1}, \mathfrak{m}^{-1}, t-\frac{m-1}{4}, \ldots, t-\frac{m-1}{4}+\frac{k-1}{2}, \frac{m-1}{4}-\frac{m-k-1}{2}, \ldots, \frac{m-1}{4}\right) .
$$

This is the same as

$$
\begin{aligned}
T\{\mathfrak{m}\}^{-k / 2} \Psi\left(\bar{T}^{-1}, \mathfrak{m}^{-1}, t-\frac{m}{2}\right. & +\frac{m-1}{4}-\frac{k-1}{2}, \\
& \left.\ldots, t-\frac{m}{2}+\frac{m-1}{4},-\frac{m-1}{4}, \ldots,-\frac{m-1}{4}+\frac{m-k-1}{2}\right)
\end{aligned}
$$

which equals

$$
\gamma_{k} \gamma_{m-k} \psi_{k}\left(\frac{m}{2}-t\right) T\{\mathfrak{m}\}^{-k / 2} \Psi_{k}\left(\bar{T}^{-1}, \mathfrak{m}^{-1}, \frac{m}{2}-t\right)
$$

So

$$
\Psi_{k}(T, \mathfrak{m}, t)=T\{\mathfrak{m}\}^{-k / 2} \Psi_{k}\left(\bar{T}^{-1}, \mathfrak{m}^{-1}, \frac{m}{2}-t\right)
$$

This is the functional equation of Koecher.
Suppose for the moment that the number field is the rational field. According to equation (3.17) of [4] $\Psi_{k}(T, \mathfrak{m}, t)$ is zero at the numbers common to $\left\{0, \frac{1}{2}, \ldots, \frac{k-1}{2}\right\}$ and $\left\{\frac{m-k+1}{2}, \ldots, \frac{m}{2}\right\}$. However if $k=m, T$ is the identity matrix, and $\mathfrak{m}$ is the lattice of integral vectors, then

$$
\Psi_{k}(T, \mathfrak{m}, t)=\prod_{j=0}^{m-1} \Psi\left(t-\frac{j}{2}\right)
$$

But, as is well known, $\Psi(t)$ does not vanish for real values of $t$.
In view of this it seems worthwhile to sketch a proof of the
Proposition. $\Psi_{k}(T, \mathfrak{m}, t)$ is an entire function.
It is only necessary to establish this for $k<m$ since $\Psi_{m}(T, \mathfrak{m}, t)$ may be expressed in terms of the zeta-function of $k$ and the proposition follows from the known properties of this zeta function. The proof is by induction. For $k=1$ the proposition is a consequence of the discussion in Section 2. Suppose it is true for $k-1$. Set

$$
\begin{aligned}
\alpha(t) & =t\left(t-\frac{k}{2}\right) a^{\prime}(t) \zeta(2 t), \\
\beta(t) & =\prod_{j=0}^{k-2}\left(t-\frac{j}{2}\right)\left(t-\frac{m-j-1}{2}\right) a^{\prime}\left(t-\frac{j}{2}\right) \zeta(2 t-j), \\
\gamma(t) & =t\left(t-\frac{m-k+1}{2}\right) a^{\prime}(t) \Psi(2 t),
\end{aligned}
$$

and consider the series

$$
\begin{equation*}
\alpha\left(s_{1}\right) \beta\left(s_{k}\right) \gamma\left(s_{1}+s_{k}-\frac{k-1}{2}\right) \sum_{\mathfrak{n}_{1} \subset \mathfrak{n}_{k}} T\left\{\mathfrak{n}_{1}\right\}^{-s_{1}} T\left\{\mathfrak{n}_{k}\right\}^{-s_{k}} . \tag{27}
\end{equation*}
$$

The sum is over all chains of primitive submodules of ranks 1 and $k$. Call the function defined by (27) $\varphi\left(T, \mathfrak{m}, s_{1}, s_{k}\right)$. To establish the proposition it will be shown that $\varphi$ is an entire function of $s_{1}$ and $s_{k}$ and that

$$
\varphi(T, \mathfrak{m}, 0, t)=\frac{N h k}{2 w n} \Psi_{k}(T, \mathfrak{m}, t)
$$

If $\sigma_{1}$ and $\sigma_{k}$ are the real parts of $s_{1}$ and $s_{k}$ the diagram represents a decomposition of the $\left(s_{1}, s_{k}\right)$ space. The function $\varphi\left(T, \mathfrak{m}, s_{1}, s_{k}\right)$ is clearly analytic in the region I. As before the continuation into the regions II, III, IV is effected by suitable arrangements of the series (27). Moreover in the regions I, II, III, IV, $\varphi$ will have only polynomial growth on vertical lines. The proof of this is omitted; the analysis required is the same as above. Consequently Cauchy's integral formula may be applied to effect the continuation to the entire ( $s_{1}, s_{k}$ ) space.


Since, in the notation of Section 5,

$$
\sum_{\left\{\mathfrak{q}_{k}\right\}} \bar{T}^{-1}\left\{\mathfrak{q}_{k}\right\}^{-t}=T\{\mathfrak{m}\}^{t} \sum_{\left\{\mathfrak{n}_{m-k}\right\}} T\left\{\mathfrak{n}_{m-k}\right\}^{-t},
$$

the functional equation for $\Psi_{k}(T, \mathfrak{m}, t)$ yields the equality of

$$
\begin{equation*}
\prod_{j=0}^{k-1}\left(t-\frac{j}{2}\right)\left(t-\frac{m-j}{2}\right) a^{\prime}\left(t-\frac{j}{2}\right) \zeta(2 t-j) \sum_{\left\{\mathfrak{n}_{k}\right\}} T\left\{\mathfrak{n}_{k}\right\}^{-t} \tag{28a}
\end{equation*}
$$

and

$$
\begin{equation*}
T\{\mathfrak{m}\}^{\frac{m-k}{2}-t} \prod_{j=0}^{k-1}\left(t-\frac{j}{2}\right)\left(t-\frac{m-j}{2}\right) a^{\prime}\left(\frac{m-j}{2}-t\right) \zeta(m-j-2 t) \sum_{\left\{\mathfrak{n}_{m-k}\right\}} T\left\{\mathfrak{n}_{m-k}\right\}^{t-\frac{m}{2}} \tag{28b}
\end{equation*}
$$

in the sense that the functions represented by these series are equal. For brevity some equalities in the proof of the proposition have been written in this manner.

The first arrangement of the series is, in the notation of the argument preceding formula (12),

$$
\begin{equation*}
\beta\left(s_{k}\right) \gamma\left(s_{1}+s_{k}-\frac{k-1}{2}\right) \sum_{\left\{\mathfrak{n}_{k}\right\}} T\left\{\mathfrak{n}_{k}\right\}^{-s_{k}} \Psi_{1}\left(R, \mathfrak{n}^{\prime}, s_{1}\right) \tag{29}
\end{equation*}
$$

which, as a consequence of (28), equals

$$
\begin{equation*}
\alpha\left(\frac{k}{2}-s_{1}\right) \beta\left(s_{k}\right) \gamma\left(s_{1}+s_{k}-\frac{k-1}{2}\right) \sum_{\mathfrak{n}_{k-1} \subset \mathfrak{n}_{k}} T\left\{\mathfrak{n}_{k-1}\right\}^{s_{1}-\frac{k}{2}} T\left\{\mathfrak{n}_{k}\right\}^{\frac{k-1}{2}-s_{1}-s_{k}} . \tag{30}
\end{equation*}
$$

(30) converges in the part of the region II which is sufficiently far to the left of the $\sigma_{k}$ axis. (29) converges wherever (27) or (30) converge. Arguments similar to those of Section 3 show that it converges in all of I and II. In particular, if in (29), $s_{1}$ is set equal to zero the result is $\frac{N h k}{2 w n} \Psi_{k}\left(T, \mathfrak{m}, s_{k}\right)$.

The second arrangement is, in the notation of Section 3 but with $\mathfrak{n}_{1}$ representing $\mathfrak{n}_{k}$,

$$
\begin{equation*}
\alpha\left(s_{1}\right) \gamma\left(s_{1}+s_{k}-\frac{k-1}{2}\right) \sum_{\left\{\mathfrak{n}_{1}\right\}} T\left\{\mathfrak{n}_{1}\right\}^{-s_{1}}\left(N^{2} \mathfrak{b}\right)^{-s_{k}} \Psi_{k-1}\left(S, \mathfrak{p}^{\prime}, s_{k}\right) \tag{31}
\end{equation*}
$$

Using (28) and simplifying, (31) becomes the product of

$$
\begin{equation*}
\alpha\left(s_{1}\right) \beta\left(\frac{m-1}{2}-s_{k}\right) \gamma\left(s_{1}+s_{k}-\frac{k-1}{2}\right) T\{\mathfrak{m}\}^{\frac{m-k}{2}-s_{k}} \tag{32a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum T\left\{\mathfrak{n}_{1}\right\}^{\frac{k-1}{2}-s_{1}-s_{k}} T\left\{\mathfrak{n}_{m-k+1}\right\}^{s_{k}-\frac{m-1}{2}} \tag{32b}
\end{equation*}
$$

The sum is over all chains $\mathfrak{n}_{1} \subset \mathfrak{n}_{m-k+1}$. This series converges in that part of the region III which is sufficiently far below the $\sigma_{1}$-axis. Consequently (31) converges in the regions I and III.

Replacing $\mathfrak{n}_{k}$ by $\mathfrak{n}_{m-k+1}$ in the definition of $R$ and $\mathfrak{n}^{\prime}$, write (32) as

$$
\alpha\left(s_{1}\right) \beta\left(\frac{m-1}{2}-s_{k}\right) T\{\mathfrak{m}\}^{\frac{m-k}{2}-s_{k}}
$$

times

$$
\sum_{\left\{\mathfrak{n}_{m-k+1}\right\}} T\left\{\mathfrak{n}_{m-k+1}\right\}^{s_{k}-\frac{m-1}{2}} \Psi_{1}\left(R, \mathfrak{n}^{\prime}, s_{1}+s_{k}-\frac{k-1}{2}\right) .
$$

This is similar to the series (29) and by the same argument may be shown to converge in IV.
It should be remarked that if this sequence of rearrangements is carried one step further the functional equation is obtained.

The proposition implies that $\zeta_{k}(T, \mathfrak{m}, t)$ is a meromorphic function with at most a simple pole at $t=\frac{m}{2}, \ldots, \frac{m-k+1}{2}$. Some information about the residues may be obtained from the equations

$$
\gamma_{k} \gamma_{m-k} \psi_{k}\left(\frac{j}{2}\right) \Psi_{k}\left(T, \mathfrak{m}, \frac{j}{2}\right)=\gamma_{j} \gamma_{m-j} \psi_{j}\left(\frac{k}{2}\right) \Psi_{j}\left(T, \mathfrak{m}, \frac{k}{2}\right)
$$

if $1 \leqslant j, k<m$ and

$$
\gamma_{k} \gamma_{m-k} \psi_{k}\left(\frac{m}{2}\right) \Psi_{k}\left(T, \mathfrak{m}, \frac{m}{2}\right)=\gamma_{m} T\{\mathfrak{m}\}^{-k / 2}
$$

if $1 \leqslant k<m$ and $j=m$. To prove it observe that the left side is the value of $\Psi$ at

$$
\left(-\frac{j}{2}+\frac{m-1}{4}-\frac{k-1}{2}, \ldots,-\frac{j}{2}+\frac{m-1}{4}, \ldots,-\frac{m-1}{4}, \ldots,-\frac{m-1}{4}+\frac{m-k-1}{2}\right)
$$

and the right side is the value of $\Psi$ at

$$
\left(-\frac{k}{2}+\frac{m-1}{4}-\frac{j-1}{2}, \ldots,-\frac{k}{2}+\frac{m-1}{4}, \ldots,-\frac{m-1}{4}, \ldots,-\frac{m-1}{4}+\frac{m-j-1}{2}\right) .
$$

But the second vector is obtained by permuting the coordinates of the first.
8. Let $Z_{j}=X_{j}+i Y_{j}, Y_{j}>0$, be $n m \times m$ matrices in the generalized upper half-plane and let $k$ be a totally-real field of degree $n$. If $\mathfrak{n}_{m}$ is a module of rank $m$ in $z_{2 m}$, let $\alpha_{1}, \ldots, \alpha_{m}$ be a basis for the vector space generated by $\mathfrak{n}_{m}$ and let $\mathfrak{m}_{m}$ be the module generated over $\mathfrak{o}$ by $\alpha_{1}, \ldots, \alpha_{m}$. Then $\mathfrak{n}_{m}=\mathfrak{a m}_{m}$, where $\mathfrak{a}$ is some ideal in $k$ whose class depends only on $\mathfrak{n}_{m}$. Let $A=\left(\alpha_{1}^{\prime} \cdots \alpha_{m}^{\prime}\right)^{\prime}$ and set

$$
\lambda\left(Z_{1}, \ldots, Z_{n} ; \mathfrak{n}_{m}\right)=N a \prod_{i}\left|A_{i}\left(Z_{i}, I\right)\right|
$$

where $A_{i}, i=1, \ldots, n$, are the conjugates of $A$. Moreover $\lambda\left(Z_{1}, \ldots, Z_{n} ; \mathfrak{n}_{m}\right)$ does not depend on the basis chosen. Then the Eisenstein series are defined by

$$
\begin{equation*}
\varphi_{g}\left(Z_{1}, \ldots, Z_{n} ; j\right)=\sum_{\left\{n_{m}\right\}} \lambda\left(Z_{1}, \ldots, Z_{n} ; \mathfrak{n}_{m}\right)^{-g} \tag{33}
\end{equation*}
$$

The sum is over those primitive submodules of rank $m$ of the module of integral vectors in $z_{2 m}$ which are orthogonal to themselves with respect to the skew-symmetric form $\sum x_{i} y_{m+i}-y_{i} x_{m+i}$ and such that the ideal $\mathfrak{a}$ is in the class $j$. The integer $g$ is even. It will now be shown that the series converges absolutely if $g>m+1$ (cf. [3]).

Let $W_{i}$ be the real part of the matrix $\left(Z_{i}, I\right)^{\prime} Y_{i}^{-1}\left(\bar{Z}_{i}, I\right)$ and $W$ the $n$-tuple $\left(W_{1}, \ldots, W_{n}\right)$. It follows from the discussion in Section 1 that

$$
\begin{equation*}
\left|\lambda\left(Z_{1}, \ldots, Z_{n} ; \mathfrak{n}_{m}\right)\right|^{2}=\prod_{i}\left|Y_{i}\right| W\left\{\mathfrak{n}_{m}\right\} . \tag{34}
\end{equation*}
$$

In the formula (21) set $s_{m}=t-\frac{1}{2}, s_{m-1}=t-1, \ldots, s_{1}=t-\frac{m}{2}$ and obtain, by formula (25),

$$
\begin{equation*}
\gamma_{m} \prod_{i>j} a\left(\frac{1}{2}+s_{i}+s_{j}\right) \prod_{i} a\left(\frac{1}{2}+s_{i}\right) \sum W\left\{\mathfrak{n}_{m}\right\}^{-t} \tag{35}
\end{equation*}
$$

for $V\{\mathfrak{n}\}=W\left\{\mathfrak{n}_{m}\right\}$. The sum is over all primitive submodules of rank $m$ which are orthogonal to themselves. Since (35) is an entire function the series converges to the right of the first real zero of the coefficient

$$
\prod_{i>j} a\left(\frac{1}{2}+s_{i}+s_{j}\right) \prod_{i} a\left(\frac{1}{2}+s_{i}\right)
$$

That is, where $s_{i}>\frac{1}{2}, i=1, \ldots, m$, or $t>\frac{m+1}{2}$. It follows from (34) that (33) converges absolutely if $g>m+1$.
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## APPENDIX II

## Adèle groups

The principal theorem in the text, Theorem 7.7 is so formulated that it is impossible to understand its statement without knowing its proof as well, and that is technically complicated. In an attempt to remedy the situation, whose disadvantages are manifest, I shall reformulate the theorem in this appendix.

The first, obvious point is that it should be formulated adelicly, for a reductive algebraic group over a number field $F$. The adèle ring of $F$ will be denoted $\mathbf{A}$. The typical function space which one has to understand in applications of the trace formula is of the following sort. Suppose $Z$ is the centre of $G$ and $Z_{0}$ a closed subgroup of $Z(\mathbf{A})$ for which $Z_{0} Z(F)$ is also closed and $Z_{0} Z(F) \backslash Z(\mathbf{A})$ is compact. Let $\xi$ be a character of $Z_{0}$ trivial on $Z_{0} \cap Z(F)$, which for the moment we take to be unitary, in order to postpone the explanation that would otherwise be necessary. Let $\mathcal{L}=\mathcal{L}(\xi)$ be the space of measurable functions on $\varphi$ on $G(F) \backslash G(\mathbf{A})$ satisfying

$$
\begin{gather*}
\varphi(z g)=\xi(z) \varphi(g)  \tag{i}\\
\int_{Z_{0} G(F) \backslash G(\mathbf{A})}|\varphi(g)|^{2} d g<\infty \tag{ii}
\end{gather*}
$$

The space $\mathcal{L}$ is clearly a Hilbert space and, of course, $G(\mathbf{A})$ acts by right translations. The decompositions of $\mathcal{L}$ that we seek are to respect the action of $G(\mathbf{A})$. An obvious decomposition is

$$
\begin{equation*}
\mathcal{L}(\xi)=\bigoplus_{\zeta} \mathcal{L}(\zeta) \tag{1}
\end{equation*}
$$

where $\zeta$ runs over all extensions of $\xi$ to $Z(F) \backslash Z(\mathbf{A})$. It seems therefore that we might as well take $Z_{0}=Z(\mathbf{A})$.

However, this will not do for the induction which lies at the heart of the study of Eisenstein series. It is even necessary to drop the assumption that $Z_{0} Z(F) \backslash Z(\mathbf{A})$ is compact but it is still demanded that $\xi$ be unitary. In any case the set of all homomorphisms of $Z_{0} Z(F) \backslash Z(\mathbf{A})$ into $\mathbf{R}^{+}$is a finite-dimensional vector space $X(\mathbf{R})$ over $\mathbf{R}$. Multiplication by the scalar $r$ takes $\chi$ to $z \rightarrow \chi(z)^{r}$. The map that associates to $\chi \otimes c$ the character $z \rightarrow \chi(z)^{c}$ extends to an injection of $X(\mathbf{C})$ into the set of characters of $Z_{0} Z(F) \backslash Z(\mathbf{A})$. Thus the set $D$ of extensions $\zeta$ to $\xi$ to $Z_{0} Z(F) \backslash Z(\mathbf{A})$ is a complex manifold, each component being an affine space. The component containing $\zeta$ is

$$
\{\zeta \chi \mid \chi \in X(\mathbf{C})\}
$$

The set $D_{0}$ of unitary characters in a component, a real subspace of the same dimension, is defined by $\operatorname{Re} \zeta=0$, if

$$
\operatorname{Re} \zeta=|\zeta| .
$$

The character $|\zeta|$ may be uniquely extended to a homomorphism $\nu$ of $G(\mathbf{A})$ into $\mathbf{R}^{+}$. We can define $\mathcal{L}(\zeta)$ by substituting for the condition (iii), the following:

$$
\begin{equation*}
\int_{Z(\mathbf{A}) G(F) \backslash G(\mathbf{A})} \nu^{-2}(g)|\varphi(g)|^{2} d g<\infty \tag{ii'}
\end{equation*}
$$

Since we may uniquely extend elements of $X(\mathbf{R})$ to $G(\mathbf{A})$, we may also regard the elements of $X(\mathbf{C})$ as characters of $G(\mathbf{A})$. The map $\varphi \rightarrow \varphi^{\prime}=\chi \varphi$. That is,

$$
\varphi^{\prime}(g)=\chi(g) \varphi(g)
$$

is an isomorphism of $\mathcal{L}(\zeta)$ with $\mathcal{L}(\zeta \chi)$. This enables us to regard the spaces $\mathcal{L}(\zeta)$ as an analytic bundle over $D$, the holomorphic sections locally on $\zeta \in X(\mathbf{C})$ being of the form

$$
\chi(g)\left\{\sum_{i=1}^{n} a_{i}(\zeta \chi) \varphi_{i}(g)\right\}
$$

with $\varphi_{i}$ in $\mathcal{L}(\zeta)$ and $a_{i}$ holomorphic with values in $\mathbf{C}$.
If $\varphi$ lies in $\mathcal{L}(\xi)$ and is smooth with support that is compact modulo $Z_{0} G(F)$ and $\zeta$ lies in $D$ set

$$
\Phi(g, \zeta)=\int_{Z_{0} Z(F) \backslash Z(\mathbf{A})} \varphi(z g) \zeta^{-1}(z) d z
$$

Then, if we take the dual Haar measure on $D_{0}$,

$$
\begin{equation*}
\varphi(g)=\int_{D_{0}} \Phi(g, \zeta)|d \zeta| . \tag{2}
\end{equation*}
$$

Indeed if $\chi \in X(\mathbf{R})$ is given then

$$
\varphi(g)=\int_{\operatorname{Re} \zeta=\chi} \Phi(g, \zeta)|d \zeta| .
$$

There are various ways to define $|d \zeta|$ on $\operatorname{Re} \zeta=\chi$. The simplest is by transport of structure from $D_{0}$ to

$$
D_{0} \chi=\{\zeta \mid \operatorname{Re} \zeta=\chi\}
$$

The most intuitive is to define $|d \zeta|$ in terms of affine coordinates on the components. From (2) one easily deduces the direct integral decomposition

$$
\begin{equation*}
\mathcal{L}(\xi)=\int_{D_{0}}^{\oplus} \mathcal{L}(\zeta)|d \zeta| \tag{3}
\end{equation*}
$$

A cusp form in $\mathcal{L}$ is defined by the condition that whenever $N$ is the unipotent radical of a parabolic subgroup $P$ over $F$ different from $G$ itself then

$$
\int_{N(F) \backslash N(\mathbf{A})} \varphi(n g) d n=0
$$

for almost all $g$. It is sufficient to impose this condition for those $P$ containing a given minimal $P_{0}$. We consider henceforth only such $P$ and these we divide into classes $\{P\}$ of associate parabolic subgroups. The class $\{G\}$ consists of $G$ alone. The space of cusp forms on $\mathcal{L}(\xi)$ will be denoted by $\mathcal{L}(\{G\}, \xi)$. For cusp forms the direct integral (3) becomes

$$
\mathcal{L}(\{G\}, \xi)=\int_{D_{0}}^{\oplus} \mathcal{L}(\{G\}, \zeta)|d \zeta| .
$$

If $Z_{0} Z(F) \backslash Z(\mathbf{A})$ is compact then $\mathcal{L}(\{G\}, \xi)$ decomposes into a direct sum of invariant, irreducible subspaces, and any irreducible representation of $G(\mathbf{A})$ occurs in $\mathcal{L}(\{G\}, \xi)$ with finite, perhaps zero, multiplicity. This is in particular so when $\xi$ is replaced by $\zeta$ in $D$. Moreover the decomposition of $\mathcal{L}(\{G\}, \zeta)$ and $\mathcal{L}(\{G\}, \zeta \chi), \chi \in X(\mathbf{C})$, are parallel.

Suppose $P$ is a parabolic subgroup of $G$ with Levi factor $M$. It is understood that $P$ and $M$ are defined over $F$ and that $P$ contains $P_{0}$. Since $Z$ is contained in the centre of $M, \mathcal{L}(\{M\}, \xi)$ is defined as a space of functions on $M(\mathbf{A})$ and $M(\mathbf{A})$ acts on it. The representation

$$
\operatorname{Ind}(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}(\{M\}, \xi))
$$

is really a representation of $G(\mathbf{A})$ induced from the representation of $P(\mathbf{A})$ obtained from the homomorphism $P(\mathbf{A}) \rightarrow M(\mathbf{A})$ and the action of $M(\mathbf{A})$ on $\mathcal{L}(\{M\}, \xi)$. It acts on the space of functions $\varphi$ on $N(\mathbf{A}) \backslash G(\mathbf{A})$ satisfying
(i) for all $g \in G(\mathbf{A})$ :

$$
\varphi(n g) \in \mathcal{L}(\{M\}, \xi)
$$

(ii)

$$
\int_{Z_{0} N(\mathbf{A}) P(F) \backslash G(\mathbf{A})}|\varphi(m g)|^{2} d g<\infty .
$$

We denote this space of functions by $\mathfrak{E}(P, \xi)$.
Let $D(M)$ and $D_{0}(M)$ be the analogues of $D$ and $D_{0}$ when $G$ is replaced by $M$. We may also define $\operatorname{Ind}(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}(\{M\}, \zeta))$ for $\zeta \in D(M)$. The induced representation is unitary if $\operatorname{Re} \zeta=\delta$, where $\delta$ is defined by the condition that $\delta^{2}(m)$ is the absolute value of the determinant of the restrictions of $\operatorname{Ad} m$ to $\mathfrak{n}$, the Lie algebra of $N$. It is easily seen that

$$
\operatorname{Ind}(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}(\{M\}, \xi))=\int_{D_{0}(M)}^{\oplus} \operatorname{Ind}(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}(\{M\}, \zeta \delta))|d \zeta|
$$

Thus if $\varphi$ is a well-behaved function in $\mathfrak{E}(P, \xi)$ and

$$
\Phi(g, \zeta)=\int_{Z_{0} Z_{M}(F) \backslash Z_{M}(\mathbf{A})} \varphi(a g) \zeta^{-1}(a) \delta^{-1}(a) d a
$$

then

$$
\varphi(g)=\int_{D_{0}(M)} \Phi(\zeta, g)|d \zeta|
$$

We cannot easily describe what, at least for the purpose immediately at hand, a well-behaved function in $\mathfrak{E}(P, \xi)$ is, without stepping slightly outside the categories introduced above. Let $X_{M}(\mathbf{R})$ be defined in the same way as $X(\mathbf{R})$ except that $M$ replaces $G$. Set

$$
M^{0}=\{m \in M(\mathbf{A}) \mid \chi(m)=1 \text { for all } \chi \in X(\mathbf{R})\} .
$$

Then $M^{0}$ contains $M(F)$ and the definitions made for $M(F) \backslash M(\mathbf{A})$ could also have been made for $M(F) \backslash M^{0}$. Fix a maximal compact subgroup of $\prod_{v} G\left(F_{v}\right) \subseteq G(A)$, where the product is taken over all infinite places. Let $\mathfrak{E}_{0}(P, \xi)$ be the space of continuous functions $\varphi$ in $\mathfrak{E}(P, \xi)$ with the following properties.
(i) $\varphi$ is $K_{\infty}$-finite.
(ii) $\varphi$ is invariant under a compact open subgroup of $G\left(\mathbf{A}_{f}\right)$.
(iii) For all $g \in G(\mathbf{A})$ the support of $m \rightarrow \varphi(m g)$, a function on $M(\mathbf{A})$, is compact modulo $M^{0}$.
(iv) There is an invariant subspace $V$ of the space of cusp forms on $M^{0}$ transforming according to $\xi$ which is the sum of finitely many irreducible subspaces, and for all $g \in G$ the function $m \rightarrow \varphi(m g)$, now regarded as a function on $M^{0}$, lies in $V$.
The functions $\varphi$ in $\mathfrak{E}_{0}(P, \xi)$ will serve us well. In particular

$$
\widehat{\varphi}(g)=\sum_{P(F) \backslash G(F)} \varphi(\gamma g)
$$

is a function in $\mathcal{L}(\xi)$. If $\varphi_{1}$ lies in $\mathfrak{E}_{0}\left(P_{1}, \xi\right)$ and $\varphi_{2}$ lies in $\mathfrak{E}_{0}\left(P_{2}, \xi\right)$ then $\widehat{\varphi}_{1}$ and $\widehat{\varphi}_{2}$ are orthogonal if $P_{1}$ and $P_{2}$ are not associate. If $\{P\}$ is a class of associate parabolic subgroups we let $\mathcal{L}(\{P\}, \xi)$ be the closure of the linear span of the functions $\widehat{\varphi}$ with $\varphi \in \mathfrak{E}_{0}(P, \xi)$ and $P \in\{P\}$. It is proved quite early in the theory (cf. Lemma 4.6) that

$$
\begin{equation*}
\mathcal{L}(\xi)=\bigoplus_{\{P\}} \mathcal{L}(\{P\}, \xi) \tag{4}
\end{equation*}
$$

Abstractly seen, the main problem of the theory of Eisenstein series is to analyze the space $\mathcal{L}(\xi)$ or the spaces $\mathcal{L}(\{P\}, \xi)$ in terms of the cusp forms on the various $M$. This analysis is carried out - in principle - in the text. However, one can be satisfied with a more perspicuous statement if one is content to analyze $\mathcal{L}(\xi)$ in terms of the representations occurring discretely in the spaces of automorphic forms on the groups $M$.

It is clear that

$$
\mathcal{L}(\{P\}, \xi)=\int_{D_{0}}^{\oplus} \mathcal{L}(\{P\}, \zeta)|d \zeta| .
$$

Let $\mathcal{L}(G,\{P\}, \zeta)$ be the closure of the sum of irreducible invariant subspaces of $\mathcal{L}(\{P\}, \zeta)$ and let

$$
\mathcal{L}(\{G\},\{P\}, \xi)=\mathcal{L}(G,\{P\}, \xi)=\int_{D_{0}}^{\oplus} \mathcal{L}(G,\{P\}, \zeta)|d \zeta|
$$

We write $\{P\} \succ\left\{P_{1}\right\}$ if there is a $P \in\{P\}$ and a $P_{1} \in\left\{P_{1}\right\}$ with $P \supseteq P_{1}$. We shall construct a finer decomposition

$$
\begin{equation*}
\mathcal{L}\left(\left\{P_{1}\right\}, \xi\right)=\bigoplus_{\{P\} \succ\left\{P_{1}\right\}} \mathcal{L}\left(\{P\},\left\{P_{1}\right\}, \xi\right) . \tag{5}
\end{equation*}
$$

If $P \in\{P\}$ let $\mathfrak{p}=\mathfrak{p}\left(\left\{P_{1}\right\}\right)$ be the set of classes of associate parabolic subgroups $P_{1}(M)$ of $M$ of the form

$$
P_{1}(M)=M \cap P_{1}
$$

with $P_{1} \in\left\{P_{1}\right\}$ and $P_{1} \subseteq P$. The space $\mathcal{L}\left(\{P\},\left\{P_{1}\right\}, \xi\right)$ will be isomorphic to a subspace of

$$
\begin{equation*}
\bigoplus_{P \in\{P\}} \bigoplus_{\mathfrak{p}} \operatorname{Ind}\left(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}\left(M,\left\{P_{1}(m)\right\}, \xi\right)\right) \tag{6}
\end{equation*}
$$

which may also be written as

$$
\begin{equation*}
\bigoplus_{P \in\{P\}} \bigoplus_{\mathfrak{p}} \int_{D_{0}(M)}^{\oplus} \operatorname{Ind}\left(G(\mathbf{A}), M(\mathbf{A}), \mathcal{L}\left(M,\left\{P_{1}(m)\right\}, \zeta \delta\right)\right)|d \zeta| \tag{7}
\end{equation*}
$$

To describe these subspaces, we need the Eisenstein series.
The induced representations occurring in (6) act on a space $\mathfrak{E}\left(P,\left\{P_{1}(M)\right\}, \xi\right)$ of functions $\varphi$ on $N(\mathbf{A}) P(F) \backslash G(\mathbf{A})$ that satisfy the condition: for all $g \in G(\mathbf{A})$ the function $m \rightarrow$
$\varphi(m g)$ lies in $\mathcal{L}\left(M,\left\{P_{1},(M)\right\}, \xi\right)$. We may also introduce $\mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \xi\right)$ in much the same manner as we introduced $\mathfrak{E}_{0}(P, \xi)$. The induced representations in (7) act on spaces $\mathfrak{E}\left(P,\left\{P_{1}(M)\right\}, \zeta \delta\right)$ and the spaces $\mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \zeta\right)$, just as above, form a holomorphic vector bundle over $D_{0}(M)$.

If $L$ is the lattice of rational characters of $M$ over $F$ then $X(\mathbf{R})$ may be imbedded in $L \otimes \mathbf{R}$, and the positive Weyl chamber in $X(\mathbf{R})$ with respect to $P$ is well-defined. We write $\chi_{1}>\chi_{2}$ if $\chi_{1} \chi_{2}^{-1}$ lies in it. If $\Phi$ lies in $\mathfrak{E}_{0}\left(P,\left\{P_{1},(M)\right\}, \zeta \delta\right)$ and $\operatorname{Re} \zeta>\delta$ the series

$$
E(g, \Phi)=\sum_{P(F) \backslash G(F)} \Phi(\gamma g)
$$

converges. For each $g$ it may be analytically continued to a meromorphic function on the whole vector bundle, which will of course be linear on the fibres. It is an important part of the Corollary to Lemma 7.6 that none of its singular hyperplanes - the singularities all lie along hyperplanes-meet the set $\operatorname{Re} \zeta=0$. If

$$
\varphi=\int_{D_{0}(M)} \Phi(\zeta)|d \zeta|
$$

with $\Phi(\zeta)$ in $\mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \zeta \delta\right)$, lies in $\mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \xi\right)$ then

$$
T \varphi(g)=\lim \int E(g, \Phi(\zeta))|d \zeta|
$$

exists, the limit being taken over an increasing exhaustive family of compact subsets of $D_{0}(M)$. The linear transformation $\varphi \rightarrow T \varphi$ extends to a continuous linear transformation from $\mathfrak{E}\left(P,\left\{P_{1}(M)\right\}, \xi\right)$ to $\mathcal{L}(\xi)$. By additivity we define it on

$$
\bigoplus_{P \in\{P\}} \bigoplus_{\mathfrak{p}} \mathfrak{E}\left(P,\left\{P_{1}(M)\right\}, \xi\right)
$$

Then $T$ commutes with the action on $G(\mathbf{A})$ and its image is, by definition, $\mathcal{L}\left(\{P\},\left\{P_{1}\right\}, \xi\right)$. It has still to be explained how, apart from a constant factor, $T$ is the composition of an orthogonal projection and an isometric imbedding. The functional equations now begin to play a role.

Suppose $P$ and $P^{\prime}$ lie in $\{P\}$. If $\Phi=\bigoplus \Phi_{\mathfrak{p}}$ lies in

$$
\bigoplus_{\mathfrak{p}} \mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \xi\right)
$$

we set

$$
E(g, \Phi)=\sum_{\mathfrak{p}} E\left(g, \Phi_{\mathfrak{p}}\right)
$$

If $\operatorname{Re} \zeta>\delta$ consider

$$
\int_{N^{\prime}(F) \backslash N^{\prime}(\mathbf{A})} E(n g, \Phi) d n
$$

Since, as a function,

$$
\Phi(g)=\sum_{\mathfrak{p}} \Phi_{\mathfrak{p}}(g)
$$

this integral is equal to

$$
\sum_{w \in N^{\prime}(F) \backslash G(F) / P(F)} \int_{w^{-1} P(F) w \cap N^{\prime}(F) \backslash N^{\prime}(\mathbf{A})} \Phi\left(w^{-1} n g\right) d n .
$$

We are only interested in those $w$ for which

$$
w M w^{-1}=M^{\prime}
$$

Then the integral equals

$$
\Phi^{\prime}(g)=\int_{w N(\mathbf{A}) w^{-1} \cap N^{\prime}(\mathbf{A}) \backslash N^{\prime}(\mathbf{A})} \Phi\left(w^{-1} n g\right) d n
$$

and

$$
\Phi \rightarrow N(w) \Phi=\Phi^{\prime}
$$

is a linear transformation

$$
\bigoplus_{\mathfrak{p}} \mathfrak{E}_{0}\left(P,\left\{P_{1}(m)\right\}, \zeta \delta\right) \rightarrow \bigoplus_{\mathfrak{p}^{\prime}} \mathfrak{E}_{0}\left(P^{\prime},\left\{P_{1}^{\prime}(M)\right\}, \zeta^{w^{-1}} \delta^{\prime}\right) .
$$

It is easy to turn

$$
\operatorname{Hom}^{G(\mathbf{A})}\left(\bigoplus_{\mathfrak{p}} \mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \zeta \delta\right), \bigoplus_{\mathfrak{p}^{\prime}} \mathfrak{E}_{0}\left(P^{\prime},\left\{P_{1}^{\prime}(M)\right\}, \zeta^{w^{-1}} \delta^{\prime}\right)\right)
$$

into a holomorphic bundle on $D(M)$ and $N(w)$ can be extended to a meromorphic section of it. Observe that $N(m w)=N(w)$ if $m \in M(F)$. The important functional equations are the following.
(i) If $w_{2} M w_{2}^{-1}=M^{\prime}$ and $w_{1} M^{\prime} w_{1}^{-1}=M^{\prime \prime}$ then

$$
N\left(w_{1}\right) N\left(w_{2}\right)=N\left(w_{1} w_{2}\right)
$$

(ii) For any $w$

$$
E(g, N(w) \Phi)=E(g, \Phi)
$$

They are consequences of the rather turbid Lemma 7.4, immediate once its meaning is understood.

There is in addition a more elementary functional equation. We easily define a natural sesquilinear pairing

$$
\left\{\bigoplus_{\mathfrak{p}} \mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \zeta \delta\right)\right\} \times\left\{\bigoplus_{\mathfrak{p}} \mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \bar{\zeta}^{-1} \delta\right)\right\} \rightarrow \mathbf{C} .
$$

If $K$ is a compact subgroup of $G(\mathbf{A})$ and $G(\mathbf{A})$ is a finite disjoint union

$$
\bigcup N(\mathbf{A}) M(\mathbf{A}) g_{i} K
$$

there are constants $c_{i}$ such that

$$
\int_{G(\mathbf{A})} f(g) d g=\sum_{i} c_{i} \int_{N(\mathbf{A})} d n \int_{M(\mathbf{A})} d m \int_{K} d k f\left(n m g_{i} k\right)
$$

The pairing is

$$
\left\langle\psi_{1}, \psi_{2}\right\rangle=\sum_{i} c_{i} \int_{Z_{M}(\mathbf{A}) \backslash M(\mathbf{A})} d m \int_{K} d k \psi_{1}\left(m g_{i} k\right) \bar{\psi}_{2}\left(m g_{i} k\right)
$$

According to Lemma 7.5 the adjoint $N^{*}(w)$ of

$$
N(w): \bigoplus \mathfrak{E}_{0}\left(P,\left\{P_{1}(m)\right\}, \zeta \delta\right) \rightarrow \bigoplus \mathfrak{E}_{0}\left(P^{\prime},\left\{P_{1}^{\prime}(M)\right\}, \zeta^{w^{-1}} \delta\right)
$$

is

$$
N\left(w^{-1}\right): \bigoplus \mathfrak{E}_{0}\left(P^{\prime},\left\{P_{1}^{\prime}(M)\right\}, \bar{\zeta}^{-w^{-1}} \delta\right) \rightarrow \bigoplus \mathfrak{E}_{0}\left(P,\left\{P_{1}(M)\right\}, \bar{\zeta}^{-1} \delta\right)
$$

The functional equations

$$
N\left(w^{-1}\right) N(w)=N(w) N\left(w^{-1}\right)=I
$$

then imply that $N(w)$ is an isomorphism and an isometry when $\zeta$ is unitary.
The functional equations for Eisenstein series imply that if

$$
\varphi=\bigoplus \varphi_{P}
$$

then $T \varphi(g)$, which is given by,

$$
\text { l.i.m. } \sum_{P \in\{P\}} \int E\left(g, \Phi_{P}(\zeta)\right)|d \zeta|
$$

is also equal to

$$
\text { l.i.m. } \sum_{P \in\{P\}} \int E\left(g, \frac{1}{\omega} \sum N(w) \Phi_{P}\left(\zeta^{w}\right)\right)|d \zeta| .
$$

Here the sum is over all $w$ such that, for some $P^{\prime} \in\{P\}, w M w^{-1}=M^{\prime}$ taken modulo $M(F)$, and $\omega$ is the number of terms in the sum. It is implicit that we have fixed a Levi factor of each $P$ in $\{P\}$. The linear transformation

$$
\bigoplus \Phi(\zeta) \rightarrow \bigoplus\left\{\frac{1}{\omega} \sum N(w) \Phi_{P}\left(\zeta^{w}\right)\right\}
$$

is the orthogonal projection $U$ of the space (5) onto the closed, $G(\mathbf{A})$-invariant subspace defined by the equations

$$
\Phi_{P^{\prime}}\left(\zeta^{w^{-1}}\right)=N(w) \Phi_{P}(\zeta)
$$

whenever $w M w^{-1}=M^{\prime}$. It is clear that $T=T U$. If $\bigoplus \Phi_{P}(\zeta)$ lies in the range of $U$ then (Lemma 7.6)

$$
\|T \varphi\|^{2}=\omega\|\varphi\|^{2}
$$

The main results of the text summarized, I would like to draw attention to a couple of questions that it seems worthwhile to pursue. The first, which I mention only in passing, is to extend the decompositions (4) and (5) to other function spaces, especially those needed for the study of cohomology groups (cf. [6]). The second involves a closer study of the operators $N(w)$. They have already led to many interesting, largely unsolved problems in the theory of automorphic forms and group representations ( $[4,5]$ ).

Suppose $V$ is an irreducible invariant subspace of

$$
\sum_{\mathfrak{p}} \mathcal{L}\left(M,\left\{P_{1}(M)\right\}, \zeta_{0} \delta\right) .
$$

If $\zeta=\zeta_{0} \chi$ lies in the same component as $\zeta_{0}$ we may define

$$
V_{\zeta}=\{\chi(m) \varphi(m) \mid \varphi \in V\}
$$

as well as the spaces $\mathfrak{E}\left(P, V_{\zeta}\right)$ on which the induced representations

$$
\operatorname{Ind}\left(G(\mathbf{A}), M(\mathbf{A}), \rho_{\zeta}\right)
$$

act. Here $\rho_{\zeta}$ is the representation of $M(\mathbf{A})$ on $V_{\zeta}$. We may also introduce $\mathfrak{E}_{0}\left(P, V_{\zeta}\right)$.
There are two ways of regarding the functions $\Phi$ in $\mathfrak{E}\left(P, V_{\zeta}\right)$. First of all, $\Phi$ may be considered a function on $N(\mathbf{A}) P(F) \backslash G(\mathbf{A})$ for which the function

$$
m \rightarrow \Phi(m g)
$$

is for all $g$ an element $F(g)$ of $V$. We may on the other hand emphasize $F$, from which $\Phi$ may be recovered; it is a function on $N(\mathbf{A}) \backslash G(\mathbf{A})$ with values in $V_{\zeta}$ and

$$
F(m g)=\rho_{\zeta}(m) F(g)
$$

for all $m$ and $g$.
If $w M w^{-1}=M^{\prime}$ and $\zeta^{\prime}=\zeta^{w^{-1}}$, we can introduce a space $V_{\zeta^{\prime}}^{\prime}$ and a representation $\rho_{\zeta^{\prime}}^{\prime}$ of $M^{\prime}(\mathbf{A})$ on it in two different ways. Either $V_{\zeta^{\prime}}$ is $V_{\zeta}$ and

$$
\rho_{\zeta^{\prime}}^{\prime}\left(m^{\prime}\right)=\frac{\delta^{\prime}\left(m^{\prime}\right)}{\delta(m)} \rho_{\zeta}(m), \quad m=w^{-1} m^{\prime} w
$$

or

$$
V_{\zeta^{\prime}}=\left\{\varphi^{\prime} \left\lvert\, \varphi^{\prime}\left(m^{\prime}\right)=\frac{\delta^{\prime}\left(m^{\prime}\right)}{\delta(m)} \varphi(m)\right.\right\}
$$

and $\rho_{\zeta^{\prime}}$ acts by right translations. With the second definition $V_{\zeta^{\prime}}^{\prime}$ is clearly a subspace of $\mathcal{L}\left(\zeta^{\prime} \delta^{\prime}\right)$. Since $N(w)$ is easily seen to take $\mathfrak{E}_{0}\left(P, V_{\zeta}\right)$ to $\mathfrak{E}_{0}\left(P^{\prime}, V_{\zeta^{\prime}}^{\prime}\right)$ we conclude that $V_{\zeta^{\prime}}^{\prime}$ lies in

$$
\bigoplus_{\rho^{\prime}} \mathcal{L}\left(M^{\prime},\left\{P_{1}\left(M^{\prime}\right)\right\}, \zeta^{\prime} \delta^{\prime}\right) .
$$

In terms of $F$ and $F^{\prime}$ and the first definition of $V_{\zeta^{\prime}}^{\prime}$, we have

$$
F^{\prime}(g)=\int_{w N(\mathbf{A}) w^{-1} \cap N^{\prime}(\mathbf{A}) \backslash N^{\prime}(\mathbf{A})} F\left(w^{-1} n g\right) d n .
$$

The integrals are now vector-valued. It is this definition of $N(w)$, which now takes $F$ to $F^{\prime}$, that we prefer to work with. Of course the formula above is only valid for $\operatorname{Re} \zeta>\delta$. We write $V$ as a tensor product over the places of $F$

$$
V=\bigotimes V_{v}
$$

Then $N(w)$ too becomes a product of local operators $N_{v}(w): F_{v} \rightarrow F_{v}^{\prime}$ with

$$
F_{v}^{\prime}(g)=\int_{w N\left(F_{v}\right) w^{-1} \cap N^{\prime}\left(F_{v}\right) \backslash N^{\prime}\left(F_{v}\right)} F_{v}\left(w^{-1} n g\right) d n, \quad g \in G\left(F_{v}\right) .
$$

Suppose, in order to describe the second problem, that the $L$-functions and $\varepsilon$-factors intimated in [4] have been defined for all irreducible representations of $M\left(F_{v}\right)$ and all relevant representations of the associate group $M^{\vee}$ of $M$. Using the notions of [4] we see that $M^{\vee}$ acts on $\mathfrak{n}^{\vee} \cap w^{-1} \mathfrak{n}^{\wedge} w \backslash w^{-1} \mathfrak{n}^{\wedge} w$. Here $\mathfrak{n}^{\vee}, \mathfrak{n}^{\wedge}$ lie in the Lie algebra of the associate group $G^{\vee}$ and $w$ is obtained from the isomorphism of the Weyl groups of $G$ and $G^{\circ}$. Denote the above representation of the group $M^{\vee}$ by $r(w)$ and, in order to make room for a subscript, denote
$\rho_{\zeta}$ by $\rho(\zeta)$. The calculations of [2], [3], and [5] suggest the introduction of a normalized intertwining operator $R_{v}(w)$ by the equation

$$
N_{v}(w)=\frac{L\left(0, \rho_{v}(\zeta), \widetilde{r}(w)\right)}{\varepsilon\left(0, \rho_{v}(\zeta), r(w), \psi_{v}\right) L\left(1, \rho_{v}(\zeta), \widetilde{r}(w)\right)} R_{v}(w)
$$

where $\widetilde{r}(w)$ is contragredient to $r(w)$. Exploiting the anticipated functional equation we obtain the global formula

$$
N(w)=\bigotimes_{v} N_{v}(w)=\frac{L(0, \rho(\zeta), \widetilde{r}(w))}{L(0, \rho(\zeta), r(w))} \otimes_{v} R_{v}(w)
$$

If $s(w)$ is the representation of $M^{\vee}$ on $w^{-1} \mathfrak{n}^{\wedge} w$ then

$$
r(w)-\widetilde{r}(w)=s(w)-s(1)
$$

and

$$
\frac{L(0, \rho(\zeta), \widetilde{r}(w))}{L(0, \rho(\zeta), r(w))}=\frac{L(0, \rho(\zeta), s(1))}{L(0, \rho(\zeta), s(w))}
$$

If $w_{2} M w_{2}^{-1}=M^{\prime}$ and $w_{1} M^{\prime} w_{1}^{-1}=M^{\prime \prime}$ then $s^{\prime}(1)$ composed with $m \rightarrow w_{2} m w_{2}^{-1}$ is $s\left(w_{2}\right)$ and $s^{\prime}\left(w_{1}\right)$ composed with the same homomorphism is $s\left(w_{1} w_{2}\right)$. Consequently the quotient of the two $L$-functions is multiplicative in $w$.

We are led to the following questions:
Is it possible to continue analytically the operators $R_{v}(w)$, which are at first defined for $\operatorname{Re} \zeta_{v}>0$ to meromorphic functions on an entire component of the local analogue of $D(m)$ ? Is $R_{v}(w)$ then unitary on $D_{0}(M)$ ? Is the functional equation

$$
R_{v}\left(w_{1}\right) R_{v}\left(w_{2}\right)=R_{v}\left(w_{1} w_{2}\right)
$$

satisfied?
If $r$ is archimedean, the $L$-functions and $\varepsilon$-factors can be defined ( $[\mathbf{7}])$. It is very likely that, in this case, answers to the above questions are contained in the work of Knapp-Stein [1]; but I have not tried to check this.
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## APPENDIX III

## Examples for §7

It might be a help to the reader who resolves to force his way through the jungle of Paragraph $\S 7$ to know the sources, apart from the author's expository inadequacy, of the complexity of the notation and the proofs. A number of unexpected and unwanted complications must be taken into account, and it may be asked whether they can really, under sufficiently unfavorable circumstances, arise or whether it was simply not within the author's power to eliminate them from consideration. Unfortunately they do arise, and they cannot be ignored unless a procedure radically different form that of the text be found.

I cannot comment on all the complexities, for a good deal of time has elapsed since the text was written, and I myself now have difficulty finding my way through it. But some of them were sufficiently vexing to imprint themselves indelibly on my memory, and these I shall try to explain.

Some of the notational elaborateness is of course purely formal, a result of the generality, and this part it is best to remove at once by fixing our attention on some special cases, in which the essential mathematics is none the less retained.

We take $G$ to be the set of real points in a simply-connected Chevalley group and $\Gamma$ to be the set of integral points. Fix a percuspidal subgroup $P$; then all other percuspidal subgroups are conjugate to it with respect to $\Gamma$. We take $V$ and $W$ to be the space of constant functions so that $\mathfrak{E}(V, W)$ too consists of constant functions. The corresponding Eisenstein series we parametrize by $\lambda$ in the dual of the Lie algebra $\mathfrak{a}$, rather than by an element in $\mathfrak{a}$ itself, as in the text. When writing it I was too strongly influenced by the then prevalent fashion of identifying $\mathfrak{a}$ with its dual.

We take $\Phi$ to be identically 1 and write $E(g, \lambda)$ instead of $E(g, \Phi, H)$. The constant term of $E(g, \lambda)$, that is

$$
\int_{\Gamma \cap N \backslash N} E(n g, \lambda) d n
$$

is then

$$
\sum_{s \in \Omega} M(s, \lambda) e^{s \lambda(H(g))+\rho(H(g))}
$$

where $M(s, \lambda)$ is now a scalar which if $G$ is $\operatorname{SL}(2)$ can be easily computed. Lemma 6.1 then shows that it is in general equal to

$$
\prod_{\substack{\alpha>0 \\ s \alpha<0}} \frac{\xi\left(\lambda\left(H_{\alpha}\right)\right)}{\xi\left(1+\lambda\left(H_{\alpha}\right)\right)} .
$$

Here

$$
\xi(z)=\pi^{-z / 2} \Gamma\left(\frac{z}{2}\right) \xi(z)
$$

and $H_{\alpha}$ is the coroot defined by

$$
\lambda\left(H_{\alpha}\right)=2 \frac{(\lambda, \alpha)}{(\alpha, \alpha)}
$$

The space $\mathcal{L}(\{P\},\{V\}, W)$ is isomorphic to the space obtained by completing the space of complex-valued functions of $\lambda$ holomorphic in the tube over a large ball and decaying sufficiently rapidly at infinity. The inner product is

$$
\begin{equation*}
\frac{1}{(2 \pi)^{q}} \int_{\operatorname{Re} \lambda=\lambda_{0}} \sum_{s \in \Omega} M(s, \lambda) \Phi(\lambda) \overline{\Psi(-s \bar{\lambda})}|d \lambda| . \tag{1}
\end{equation*}
$$

Here $\lambda_{0}$ must satisfy

$$
\left\langle\lambda_{0}, \alpha\right\rangle>\langle\rho, \alpha\rangle
$$

for all positive roots $\alpha$. The integer $q$ is the rank of $G$.
On the space $\mathcal{L}$ of functions on the set $\operatorname{Re} \lambda=0$ square-integrable with respect to the measure

$$
|\Omega| \cdot \frac{d \lambda}{(2 \pi)^{q}}
$$

we introduce the operator

$$
Q: \Phi(\lambda) \rightarrow \frac{1}{|\Omega|} \sum_{s} M\left(s^{-1}, s \lambda\right) \Phi(s \lambda)
$$

Since

$$
M(s, t \lambda) M(t, \lambda)=M(s t, \lambda)
$$

the operator $Q$ is a projection. Its range consists of the functions satisfying

$$
\Phi(s \lambda)=M(s, \lambda) \Phi(\lambda)
$$

for all $s$ and $\lambda$. Since

$$
\overline{M(s, \lambda)}=M\left(s^{-1},-s \bar{\lambda}\right)
$$

we infer also that $Q$ is self-adjoint. The inner product of $Q \Phi$ and $\Psi$ is given by (11).
If $\lambda_{0}$ were 0 we would infer that $\mathcal{L}(\{P\},\{V\}, W)$ was isomorphic to the quotient of $\mathcal{L}$ by the kernel of $Q$ or to the range of $Q$. This is the kind of concrete realization of the space $\mathcal{L}(\{P\},\{V\}, W)$ which the theory of Eisenstein series seeks to give. If the functions $M(s, \lambda)$ had no poles in the region defined by

$$
\begin{equation*}
\operatorname{Re}\langle\lambda, \alpha\rangle \geqslant 0 \tag{2}
\end{equation*}
$$

for all positive $\alpha$ we could, because of the Cauchy integral theorem, replace $\lambda_{0}$ by 0 . However, they do have poles. But we can deform the contour of integration in (1) to $\operatorname{Re} \lambda=0$ if the zeros of $\Phi(\lambda)$ compensate for the poles of the functions $M(s, \lambda)$. Therefore, the subspace of $\mathcal{L}(\{P\},\{V\}, W)$ generated by such functions is isomorphic to the quotient of $\mathcal{L}$ by the kernel of $Q$ and the inner product of the projection of the elements of $\mathcal{L}(\{P\},\{V\}, W)$ represented by $\Phi(\lambda)$ and $\Psi(\lambda)$ on this subspace is given by (1) with $\lambda_{0}$ replaced by 0 .

The inner product of the projections on the orthogonal complement of the subspace will be given by the residues which enter when we deform $\operatorname{Re} \lambda=\lambda_{0}$ to $\operatorname{Re} \lambda=0$. This will be a sum of integrals of roughly the same type as (1), but over hyperplanes of dimension $q-1$. The procedure of $\S 7$ is to treat them in the same way, and then to proceed by induction until there is nothing left. The procedure is carried out fully for two simple examples in [1].

A number of difficulties can enter at the later stages which do not appear at first. The functions $M(s, \lambda)$ remain bounded as $\operatorname{Im} \lambda \rightarrow \infty$ in the region defined by (2) so that the application of the residue theorem is clearly justified. However, at least in the general case when the functions $M(s, \lambda)$ are not explicitly known, it was necessary to deform the contour into regions in which, so far as I could see, the behaviour of the relevant functions as $\operatorname{Im} \lambda \rightarrow \infty$ was no longer easy to understand. Some substitute for estimates was necessary. It is provided by unpleasant lemmas, such as Lemma 7.1, and the spectral theory of the operator $A$ introduced in $\S 6$. The idea is, if I may use a one-dimensional diagram to illustrate it, to deform the contour as indicated and then to show

that at least on the range of an idempotent in the spectral decomposition of $A$ associated to a finite interval only the interval $[a, b]$ of the deformed contour matters. Of course for a given idempotent the interval $[a, b]$ has to be taken sufficiently large. For function fields, this sort of problem would not arise.

At the first stage the functions $M(s, \lambda)$ have simple poles so that the residues which appear do not involve the derivatives of $\Phi(\lambda)$ or $\Psi(\lambda)$. At later stages this may not be so, and the elaborate discussion of notation with which $\S 7$ is prefaced is not to be avoided. The first - and only - example of such behaviour that I know is provided by the exceptional group of type $G_{2}$.

The root diagram for $G_{2}$ is:


We take as coordinates of $\lambda$ the numbers $z_{1}=\lambda\left(H_{\beta_{1}}\right), z_{2}=\lambda\left(H_{\beta_{6}}\right)$ and the measure $|d \lambda|$ is then $d y_{1} d y_{2}$. Since the poles of the functions $M(s, \lambda)$ all lie on hyperplanes defined by real equations we can represent the process of deforming the contour and the singular hyperplanes met thereby by a diagram in the real plane. The singularities that are met all lie on the hyperplanes $\mathfrak{s}_{i}$ defined by

$$
\lambda\left(H_{\beta_{i}}\right)=1, \quad 1 \leqslant i \leqslant 6
$$

As can be seen in the diagram, if we move the contour along the dotted line indicated we may pick up residues at the points $\lambda_{1}, \ldots, \lambda_{6}$.


In order to write out the resulting residual integrals explicitly as in $\S 7$ we have to list the elements of $\Omega\left(\mathfrak{s}_{i}, \mathfrak{s}_{j}\right)$, and then tabulate the residues of $M(s, \lambda)$ on $\mathfrak{s}_{i}$ for each $s$ in $\Omega\left(\mathfrak{s}_{i}, \mathfrak{s}_{j}\right)$. We first list the elements of the Weyl group, together with the positive roots that they send to negative roots. Let $\rho_{i}$ be the reflection defined by $\beta_{i}$ and $\sigma(\theta)$ the rotation through the angle $\theta$.

|  | $\{\beta>0 \mid \sigma \beta<0\}$ |
| :---: | :---: |
| 1 | $\beta_{1}$ |
| $\rho_{1}$ | $\beta_{1}, \beta_{2}, \beta_{3}$ |
| $\rho_{2}$ | $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}$ |
| $\rho_{3}$ | $\beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}$ |
| $\rho_{4}$ | $\beta_{4}, \beta_{5}, \beta_{6}$ |
| $\rho_{5}$ | $\beta_{6}$ |
| $\rho_{6}$ | $\beta_{1}, \beta_{2}$ |
| $\sigma\left(\frac{\pi}{3}\right)$ | $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}$ |
| $\sigma\left(\frac{2 \pi}{3}\right)$ | $\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}$ |
| $\sigma(\pi)$ | $\beta_{3}, \beta_{4}, \beta_{5}, \beta_{6}$ |
| $\sigma\left(\frac{4 \pi}{3}\right)$ | $\beta_{5}, \beta_{6}$ |
| $\sigma\left(\frac{5 \pi}{3}\right)$ |  |

Table 3

| $\mathfrak{s}_{i} \mathfrak{s}_{j}$ | $\mathfrak{s}_{1}$ | $\mathfrak{s}_{3}$ | $\mathfrak{s}_{5}$ |
| :---: | :---: | :---: | :---: |
| $\mathfrak{s}_{1}$ | $\rho_{1}=\rho_{+}$ | $\rho_{2}=\sigma_{+}$ | $\rho_{3}=\tau_{+}$ |
| $\mathfrak{s}_{3}$ | $\sigma(\pi)=\rho_{-}$ | $\sigma\left(\frac{2 \pi}{3}\right)=\sigma_{-}$ | $\sigma\left(\frac{\pi}{3}\right)=\tau_{-}$ |
|  | $\rho_{2}=\rho_{+} \rho_{+} \sigma_{+}^{-1}=\rho_{-} \rho_{+} \sigma_{-}^{-1}$ | $\rho_{3}=\sigma_{+} \rho_{+} \sigma_{+}^{-1}=\sigma_{-} \rho_{+} \sigma_{-}^{-1}$ | $\rho_{4}=\tau_{+} \rho_{+} \sigma_{+}^{-1}=\tau_{-} \rho_{+} \sigma_{-}^{-1}$ |
| $\mathfrak{s}_{5}$ | $\rho_{3}=\rho_{+} \rho_{+} \tau_{+}^{-1}=\rho_{-} \rho_{+} \tau_{-}^{-1}$ | $\rho_{4}=\sigma_{+} \rho_{+} \tau_{+}^{-1}=\sigma_{-} \rho_{+} \tau_{-}^{-1}$ | $\rho_{5}^{-1}=\rho_{+} \rho_{+} \sigma_{-}^{-1}$ |
| $\sigma(\pi)=\sigma_{-} \rho_{+} \sigma_{+}^{-1}=\sigma_{+}^{-1}=\tau_{-} \rho_{+} \tau_{-}^{-1}$ |  |  |  |
|  | $\sigma\left(\frac{2 \pi}{3}\right)=\rho_{+} \rho_{+} \tau_{-}^{-1}=\rho_{-} \rho_{+} \tau_{+}^{-1}$ | $\sigma\left(\frac{4 \pi}{3}\right)=\sigma_{-} \rho_{+} \tau_{+}^{-1}=\sigma_{+} \rho_{+} \tau_{-}^{-1}$ | $\sigma(\pi)=\tau_{-} \rho_{+} \tau_{+}^{-1}=\tau_{+} \rho_{+} \tau_{-}^{-1}$ |

## Table 4

Since an element of the Weyl group takes long roots to long roots and short roots to short roots, the set $\Omega\left(\mathfrak{s}_{i}, \mathfrak{s}_{j}\right)$ is empty unless $i$ and $j$ are both even or both odd. This allows us to consider the two sets $\left\{\mathfrak{s}_{1}, \mathfrak{s}_{3}, \mathfrak{s}_{5}\right\}$ and $\left\{\mathfrak{s}_{2}, \mathfrak{s}_{4}, \mathfrak{s}_{6}\right\}$ separately. We tabulate below the sets $\Omega\left(\mathfrak{s}_{i}, \mathfrak{s}_{j}\right)$, together with another more convenient labelling of the elements in them. The second labelling refers only to their action on $\mathfrak{s}_{i}$. Of course then $\rho_{+}, \rho_{-}$, etc., which appear in the two tables are distinct, but there is no point in encumbering the notation with primes or superscripts.

We have next to choose a coordinate on each of the $\mathfrak{s}_{i}$ and calculate the residues of $M(s, \lambda), s \in \Omega\left(\mathfrak{s}_{i}, \mathfrak{s}_{j}\right)$, with respect to it. The coordinate will be denoted $z$ and will be the

| $\mathfrak{s}_{i} \mathfrak{s}_{j}$ | $\mathfrak{s}_{2}$ | $\mathfrak{s}_{4}$ | $\mathfrak{s}_{6}$ |
| :---: | :---: | :---: | :---: |
| $\mathfrak{s}_{2}$ | $\rho_{2}=\rho_{+} \tau_{+} \rho_{+}^{-1}=\rho_{-} \tau_{+} \rho_{-}^{-1}$ | $\rho_{3}=\sigma_{+} \tau_{+} \rho_{+}^{-1}=\sigma_{-} \tau_{+} \rho_{-}^{-1}$ | $\rho_{4}=\tau_{+} \tau_{+} \rho_{+}^{-1}=\tau_{-} \tau_{+} \rho_{-}^{-1}$ |
|  | $\sigma(\pi)=\rho_{-} \tau_{+} \rho_{+}^{-1}=\rho_{+} \tau_{+} \rho_{-}^{-1}$ | $\sigma\left(\frac{2 \pi}{3}\right)=\sigma_{-} \tau_{+} \rho_{+}^{-1}=\sigma_{+} \tau_{+} \rho_{-}^{-1}$ | $\sigma\left(\frac{\pi}{3}\right)=\tau_{-} \tau_{+} \rho_{+}^{-1}=\tau_{+} \tau_{+} \rho_{-}^{-1}$ |
| $\mathfrak{s}_{4}$ | $\rho_{3}=\rho_{+} \tau_{+} \sigma_{+}^{-1}=\rho_{-} \tau_{+} \sigma_{-}^{-1}$ | $\rho_{4}=\sigma_{+} \tau_{+} \sigma_{+}^{-1}=\sigma_{-} \tau_{+} \sigma_{-}^{-1}$ | $\rho_{5}=\tau_{+} \tau_{+} \sigma_{+}^{-1}=\tau_{-} \tau_{+} \sigma_{-}^{-1}$ |
|  | $\sigma\left(\frac{4 \pi}{3}\right)=\rho_{+} \tau_{+} \sigma_{-}^{-1}=\rho_{-} \tau_{+} \sigma_{+}^{-1}$ | $\sigma(\pi)=\sigma_{-} \tau_{+} \sigma_{+}^{-1}=\sigma_{+} \tau_{+} \sigma_{-}^{-1}$ | $\sigma\left(\frac{2 \pi}{3}\right)=\tau_{-} \tau_{+} \sigma_{+}^{-1}=\tau_{+} \tau_{+} \sigma_{-}^{-1}$ |
| $\mathfrak{s}_{6}$ | $\rho_{4}=\rho_{+}$ | $\rho_{5}=\sigma_{+}$ | $\rho_{6}=\tau_{+}$ |
|  | $\sigma\left(\frac{5 \pi}{3}\right)=\rho_{-}$ | $\sigma\left(\frac{4 \pi}{3}\right)=\sigma_{-}$ | $\sigma(\pi)=\tau_{-}$ |

## Table 5

restriction of the coordinate on the total $\lambda$-space indicated in the table below.

| $\mathfrak{s}_{1}$ | $\mathfrak{s}_{2}$ | $\mathfrak{s}_{3}$ | $\mathfrak{s}_{4}$ | $\mathfrak{s}_{5}$ | $\mathfrak{s}_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{3}{2}+z_{2}$ | $\frac{1}{2}-z_{1}$ | $\frac{3}{2}-\lambda\left(H_{\beta_{2}}\right)$ | $\frac{1}{2}-\lambda\left(H_{\beta_{5}}\right)$ | $\frac{3}{2}-z_{2}$ | $\frac{1}{2}+z_{1}$ |

To calculate the residue we have to choose near $\mathfrak{s}_{i}$ as coordinates $\lambda\left(H_{\beta_{i}}\right)$ and $\pm \lambda\left(H_{\beta_{j}}\right)$ where $z=a_{i} \pm \lambda\left(H_{\beta_{j}}\right)$ and express the other coordinates $\lambda\left(H_{\beta_{k}}\right)$ in terms of them.

| Principal coordinates | Other coordinates |
| :---: | :---: |
| 1) $\lambda\left(H_{\beta_{1}}\right), \lambda\left(H_{\beta_{6}}\right)$ | $\begin{array}{ll} H_{\beta_{2}}=3 H_{\beta_{1}}+H_{\beta_{6}} & H_{\beta_{3}}=2 H_{\beta_{1}}+H_{\beta_{6}} \\ H_{\beta_{4}}=3 H_{\beta_{1}}+2 H_{\beta_{6}} & H_{\beta_{5}}=H_{\beta_{1}}+H_{\beta_{6}} \end{array}$ |
| 2) $\lambda\left(H_{\beta_{2}}\right),-\lambda\left(H_{\beta_{1}}\right)$ | $\begin{array}{ll} H_{\beta_{3}}=H_{\beta_{2}}-H_{\beta_{1}} & H_{\beta_{4}}=2 H_{\beta_{2}}-3 H_{\beta_{1}} \\ H_{\beta_{5}}=H_{\beta_{2}}-2 H_{\beta_{1}} & H_{\beta_{6}}=H_{\beta_{2}}-3 H_{\beta_{1}} \end{array}$ |
| 3) $\lambda\left(H_{\beta_{3}}\right),-\lambda\left(H_{\beta_{2}}\right)$ | $\begin{array}{ll} H_{\beta_{1}}=H_{\beta_{2}}-H_{\beta_{3}} & H_{\beta_{4}}=3 H_{\beta_{3}}-H_{\beta_{2}} \\ H_{\beta_{5}}=2 H_{\beta_{3}}-H_{\beta_{2}} & H_{\beta_{6}}=3 H_{\beta_{3}}-2 H_{\beta_{2}} \end{array}$ |
| 4) $\lambda\left(H_{\beta_{4}}\right),-\lambda\left(H_{\beta_{5}}\right)$ | $\begin{array}{ll} H_{\beta_{1}}=H_{\beta_{4}}-2 H_{\beta_{5}} & H_{\beta_{2}}=2 H_{\beta_{4}}-3 H_{\beta_{5}} \\ H_{\beta_{3}}=H_{\beta_{4}}-H_{\beta_{5}} & H_{\beta_{6}}=3 H_{\beta_{5}}-H_{\beta_{4}} \end{array}$ |
| 5) $\lambda\left(H_{\beta_{5}}\right),-\lambda\left(H_{\beta_{6}}\right)$ | $\begin{array}{ll} H_{\beta_{1}}=H_{\beta_{5}}-H_{\beta_{6}} & H_{\beta_{2}}=3 H_{\beta_{5}}-2 H_{\beta_{6}} \\ H_{\beta_{3}}=2 H_{\beta_{5}}-H_{\beta_{6}} & H_{\beta_{4}}=3 H_{\beta_{5}}-H_{\beta_{6}} \end{array}$ |
| 6) $\lambda\left(H_{\beta_{6}}\right), \lambda\left(H_{\beta_{1}}\right)$ | $\begin{array}{ll} H_{\beta_{2}}=3 H_{\beta_{1}}+H_{\beta_{6}} & H_{\beta_{3}}=2 H_{\beta_{1}}+H_{\beta_{6}} \\ H_{\beta_{4}}=3 H_{\beta_{1}}+2 H_{\beta_{6}} & H_{\beta_{5}}=H_{\beta_{1}}+H_{\beta_{6}} \end{array}$ |

In table (6) the residues $n(\sigma, z)$ or $n(\sigma, \lambda), \lambda=\lambda(z)$, for the elements of table (4) are given and in table (7) those for the elements of table (5). To obtain them one uses the formula

| 1 | $\frac{(z+1 / 2)}{(z+5 / 2)}$ | $\frac{(z-1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ |
| :---: | :---: | :---: |
| $\frac{(z-3 / 2)}{(z+5 / 2)} \frac{(2 z)}{(1+2 z)}$ | $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(z+3 / 2)}{(z+5 / 2)}$ |
| $\frac{(1 / 2-z)}{(5 / 2-z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(z+1 / 2)}{(z+5 / 2)}$ | $\frac{(3 / 2-z)}{(5 / 2-z)} \frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ |
| $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(z+3 / 2)}{(z+5 / 2)}$ |
| $\frac{(z-1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(3 / 2-z)}{(5 / 2-z)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(z+3 / 2)}{(z+5 / 2)} \frac{(3 / 2-z)}{(5 / 2-z)}$ |
| $\frac{(3 / 2-z)}{(5 / 2-z)}$ | $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(3 / 2-z)}{(5 / 2-z)}$ | $\frac{(z-1 / 2)}{(z+5 / 2)} \frac{(3 / 2-z)}{(5 / 2-z)} \frac{(2 z)}{(2 z+1)}$ |

## TABLE 6

for $M(s, \lambda)$, the table (3), and the relations (5). To make sure that there is no ambiguity I observe that, for example, the entry in the third row and third column of (6) is $n\left(\tau_{+} \rho_{+} \sigma_{+}^{-1}, z\right)$ and corresponds to the third row and third column of (4). The residue of $\frac{\xi(z)}{\xi(1+z)}$ at $z=1$ is $\frac{1}{\xi(2)}$. Thus, for example, the residue of $M(\sigma(\pi), \lambda)$ on $\mathfrak{s}_{1}$ is

$$
\frac{1}{\xi(2)} \frac{\xi\left(z-\frac{3}{2}\right)}{\xi\left(z-\frac{1}{2}\right)} \frac{\xi\left(z-\frac{1}{2}\right)}{\xi\left(z+\frac{1}{2}\right)} \frac{\xi\left(z+\frac{1}{2}\right)}{\xi\left(z+\frac{3}{2}\right)} \frac{\xi\left(z+\frac{3}{2}\right)}{\xi\left(z+\frac{5}{2}\right)} \frac{\xi(2 z)}{\xi(1+2 z)}=\frac{1}{\xi(2)} \frac{\xi\left(z-\frac{3}{2}\right) \xi(2 z)}{\xi\left(z+\frac{5}{2}\right) \xi(1+2 z)}
$$

To save space the factor $\frac{1}{\xi(2)}$, which should appear before all entries, is omitted and $\xi(a z+b)$ is written as $(a z+b)$

The difference between (1) and the analogous integral with $\lambda_{0}=0$ is the sum of

$$
\begin{equation*}
\sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{\sigma \in \Omega\left(\mathfrak{s}_{2 i}, \mathfrak{s}_{2 j}\right)} \frac{1}{2 \pi i} \int_{\operatorname{Re} \lambda=\lambda_{2 i}} n(\sigma, \lambda) \Phi(\lambda) \overline{\Psi(-\sigma \bar{\lambda})} d z \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{3} \sum_{i=1}^{3} \sum_{\sigma \in \Omega\left(\mathfrak{s}_{2 i-1}, \mathfrak{s}_{2 j-1}\right)} \frac{1}{2 \pi i} \int_{\operatorname{Re} \lambda=\lambda_{2 i-1}} n(\sigma, \lambda) \Phi(\lambda) \overline{\Psi(-\sigma \bar{\lambda})} d z \tag{9}
\end{equation*}
$$

Here $\lambda=\lambda(z)$. If we follow the procedure of $\S 7$, we deform the contours to $\operatorname{Re} \lambda=\lambda(0)$. The resulting expressions give the inner product of the projections on the one-dimensional spectrum. The residues which arise during the deformation when added together give the inner product of the projections on the spectrum of dimension 0 . We shall see that the

| $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2+z)}{(3 / 2+z)} \frac{(-1 / 2+3 z)}{(3 / 2+3 z)} \frac{(2 z)}{(2 z+1)}$ |
| :---: | :---: | :---: |
| $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(-1 / 2+3 z)}{(3 / 2+3 z)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)}$ |
| $\frac{(2 z)}{(2 z+1)} \frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)} \frac{(1 / 2-z)}{(3 / 2-z)}$ | $\frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)} \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ |
| $\frac{(z+1 / 2)}{(z+3 / 2)} \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ | $\frac{(2 z)}{(2 z+1)} \frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)} \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ | $\frac{(2 z)}{(2 z+1)} \frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)}$ |
| $\frac{(3 z-1 / 2)}{(3 z+3 / 2)} \frac{(2 z)}{(2 z+1)} \frac{(z+1 / 2)}{(z+3 / 2)}$ | $\frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)}$ |  |
| $\frac{(z+1 / 2)}{(z+3 / 2)}$ | $\frac{(2 z)}{(2 z+1)} \frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)}$ |  |

## TABLE 7

subspace corresponding to the discrete spectrum, that is, the spectrum of dimension 0 , is of dimension two, consisting of the constant functions and another eigenspace of dimension one.

Before carrying out the deformation and computing the residues explicitly, we write out for the collections $\left\{\mathfrak{s}_{1}, \mathfrak{s}_{3}, \mathfrak{s}_{5}\right\}$ and $\left\{\mathfrak{s}_{2}, \mathfrak{s}_{4}, \mathfrak{s}_{6}\right\}$ the matrix $M(H)$ figuring in Lemma 7.4, observing as a check upon tables (6) and (7) that they satisfy the conclusion of Lemma 7.4, that is, they are both of rank one. $H$ is now $\lambda=\lambda(z)$ and the matrix elements are functions of $z$. The matrices are given in tables (10) and (11). Once again, to save space the factor $\frac{1}{\xi(2)}$ has been omitted from all entries and $\xi(a z+b)$ is written simply $(a z+b)$. In 10) the element $s^{0}$ of the text is $\rho_{+}$; in (11) it is $\tau_{+}$. Thus if $\lambda=\lambda(z)$ the entry in the box of (10) with row labelled $\sigma_{+}$and column $\rho_{-}$is $\xi(2) n\left(\sigma_{+} \rho_{+} \rho_{-}^{-1}, \rho_{-} \rho_{+} \lambda\right)$. It should perhaps be stressed that if $\lambda=\lambda(z)$ then for all $\sigma$ the coordinate of $-\sigma \lambda$ is $\pm z$.

Since none of the functions $n(\sigma, \lambda)$ has a singularity on $\operatorname{Re} \lambda=\lambda(0)$ we may deform each of the terms in (8) and (9) separately. Since there are eighteen terms in each of the two expressions, and since some of the residues arising are complicated, the computation will be lengthy. None the less it is best to write it out completely, for one appreciates better the difficulties faced in $\S 7$ if one sees the procedure which was there described in an abstract form carried out in a specific case, which is after all relatively simple. Suppose that, near $z=1$,

$$
\xi(z)=\frac{1}{z-1}+a+b(z-1)+O\left((z-1)^{2}\right)
$$

|  | $\rho_{+}$ | $\rho_{-}$ | $\sigma_{+}$ | $\sigma_{-}$ | $\tau_{+}$ | $\tau_{-}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{+}$ | 1 | $\frac{(-z-3 / 2)}{(5 / 2-z)} \frac{(-2 z)}{(1-2 z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(-2 z)}{(1-2 z)}$ | $\frac{(-z-1 / 2)}{(-z+5 / 2)} \frac{(-2 z)}{(1-2 z)}$ | $\frac{(3 / 2-z)}{(5 / 2-z)}$ |
| $\rho_{-}$ | $\frac{(z-3 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | 1 | $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2+z)}{(5 / 2+z)}$ | $\frac{(3 / 2+z)}{(5 / 2+z)}$ | $\frac{(z-1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(1+2 z)}$ |
| $\sigma_{+}$ | $\frac{(z+1 / 2)}{(z+5 / 2)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(-2 z)}{(1-2 z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(1 / 2+z)}{(5 / 2+z)}$ | $\begin{gathered} \frac{(1 / 2+z)}{(5 / 2+z)} \frac{(1 / 2-z)}{(5 / 2-z)} \\ \cdot \frac{(-2 z)}{(1-2 z)} \end{gathered}$ | $\begin{aligned} & \frac{(3 / 2+z)}{(5 / 2+z)} \frac{(1 / 2-z)}{(5 / 2-z)} \\ & \cdot \frac{(-2 z)}{(1-2 z)} \end{aligned}$ | $\frac{(1 / 2+z)}{(5 / 2+z)} \frac{(3 / 2-z)}{(5 / 2-z)}$ |
| $\sigma_{-}$ | $\frac{(z+1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)}$ | $\begin{gathered} \frac{(1 / 2-z)}{(5 / 2-z)} \frac{(1 / 2+z)}{(5) / 2+z)} \\ \cdot \frac{(2 z)}{(1+2 z)} \end{gathered}$ | $\frac{(1 / 2+z)}{(5 / 2+z)} \frac{(1 / 2-z)}{(5 / 2-z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(3 / 2+z)}{(5 / 2+z)}$ | $\begin{gathered} \frac{(3 / 2-z)}{(5 / 2-z)} \frac{(1 / 2+z)}{(5) / 2+z)} \\ \cdot \frac{(2 z)}{(1+2 z)} \end{gathered}$ |
| $\tau_{+}$ | $\frac{(z-1 / 2)}{(z+5 / 2)} \frac{(2 z)}{(2 z+1)}$ | $\frac{(3 / 2-z)}{(5 / 2-z)}$ | $\begin{gathered} \frac{(3 / 2-z)}{(5 / 2-z)} \frac{(z+1 / 2)}{(z+5 / 2)} \\ \cdot \frac{(2 z)}{(2 z+1)} \end{gathered}$ | $\frac{(1 / 2+z)}{(5 / 2+z)} \frac{(3 / 2-z)}{(5 / 2-z)}$ | $\frac{(3 / 2-z)}{(5 / 2-z)} \frac{(3 / 2+z)}{(5 / 2+z)}$ | $\begin{gathered} \frac{(3 / 2-z)}{(5 / 2-z)} \frac{(z-1 / 2)}{(5) / 2+z)} \\ \cdot \frac{(2 z)}{(1+2 z)} \end{gathered}$ |
| $\tau_{-}$ | $\frac{(z+3 / 2)}{(z+5 / 2)}$ | $\frac{(-z-1 / 2)}{(5 / 2-z)} \frac{(-2 z)}{(1-2 z)}$ | $\frac{(1 / 2-z)}{(5 / 2-z)} \frac{(3 / 2+z)}{(5 / 2+z)}$ | $\begin{aligned} & \frac{(3 / 2+z)}{(5 / 2+z)} \frac{(1 / 2-z)}{(5 / 2-z)} \\ & \cdot \frac{(-2 z)}{(1-2 z)} \end{aligned}$ | $\begin{gathered} \frac{(3 / 2+z)}{(5 / 2+z)} \frac{(-z-1 / 2)}{(5 / 2-z)} \\ \cdot \frac{(-2 z)}{(1-2 z)} \end{gathered}$ | $\frac{(3 / 2+z)}{(5 / 2+z)} \frac{(3 / 2-z)}{(5 / 2-z)}$ |

TABLE 10. $\left\{\mathfrak{s}_{1}, \mathfrak{s}_{3}, \mathfrak{s}_{5}\right\}$

|  | $\rho_{+}$ | $\rho_{-}$ | $\sigma_{+}$ | $\sigma_{-}$ | $\tau_{+}$ | $\tau_{-}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{+}$ | $\frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)}$ | $\begin{aligned} & \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+2)} \\ & \frac{(3 z-1 / 2)}{(3 z+3 / 2)} \frac{(2 z)}{(1+2 z)} \end{aligned}$ | $\begin{aligned} & \frac{(2 z)}{(1+2 z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \\ & \cdot\left(\frac{1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)}\right. \end{aligned}$ | $\begin{gathered} \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \\ \cdot \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \end{gathered}$ | $\begin{aligned} & \frac{(z+1 / 2)}{(z+3 / 2)} \frac{(2 z)}{(2 z+1)} \\ & \cdot \frac{(3 z-1 / 2)}{(3 z+3 / 2)} \end{aligned}$ | $\frac{(1 / 2-z)}{(3 / 2-z)}$ |
| $\rho_{-}$ | $\begin{array}{r} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)} \\ \cdot \frac{(-1 / 2-3 z)}{(3 / 2-3 z)} \frac{(-2 z)}{(1-2 z)} \end{array}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)}$ | $\begin{gathered} \frac{(1 / 2+z)}{(3 / 2+z)}\left(\frac{(1 / 2-z)}{(3 / 2-z)}\right. \\ \cdot \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \end{gathered}$ | $\begin{aligned} & \frac{(-2 z)}{(1-2 z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \\ & \cdot \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \end{aligned}$ | $\frac{(z+1 / 2)}{(z+3 / 2)}$ | $\begin{aligned} & \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(-2 z)}{(1-2 z)} \\ & \frac{(-1 / 2-3 z)}{(3 / 2-3 z)} \end{aligned}$ |
| $\sigma_{+}$ | $\begin{aligned} & \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)} \\ & \cdot(-2 z) \\ & (1-2 z) \frac{1 / 2-3 z)}{(3 / 2-3 z)} \end{aligned}$ | $\begin{gathered} \frac{(1 / 2-z)}{(3 / 2)-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \\ \cdot \frac{(3 z+1 / 2)}{(3 z+3 / 2)} \end{gathered}$ | $\frac{(1 / 2+3 z)}{(3 / 2+3 z)} \frac{(1 / 2+z)}{(3 / 2+z)}$ $\cdot(1 / 2-z)$ $(3 / 2-z)(1 / 2-3 z)$ $(3 / 2-3 z)$ | $\begin{gathered} \frac{(1 / 2-z)}{(3 / 2)-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \\ \cdot(1-2 z) \\ (1-2 z) \end{gathered} \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)}$ | $\frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(z+1 / 2)}{(z+3 / 2)}$ | $\begin{gathered} \frac{(1 / 2-z)}{(3 / 2-z-2)} \frac{(-2 z)}{(1-2 z)} \\ \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \end{gathered}$ |
| $\sigma_{-}$ | $\begin{gathered} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)} \\ \cdot \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \end{gathered}$ | $\begin{aligned} & \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+2)} \\ & \left.\frac{(2 z)}{(1+2 z)} \frac{(3 z+1 / 2)}{(3 z+3 / 2)}\right) \end{aligned}$ | $\begin{gathered} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2-z)}{(3 / 2-z)} \\ \cdot \frac{(2 z)}{(1+2 z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \end{gathered}$ | $\begin{aligned} & \frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2+z)}{(3 / 2+z)} \\ & \cdot(1 / 2-3 z) \\ & (3 / 2-2 z) \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \end{aligned}$ | $\frac{(3 z+1 / 2)}{(3 z+3 / 2)} \frac{(2 z)}{(2 z+1)} \frac{(z+1 / 2)}{(z+3 / 2)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ |
| $\tau_{+}$ | $\begin{aligned} & \frac{(1 / 2-z)}{(3 / 2-z-2)} \frac{(-2 z)}{(1-2 z)} \\ & \frac{(-1 / 2-3 z)}{(3 / 2-3 z)} \end{aligned}$ | $\frac{(1 / 2-z)}{(3 / 2-z)}$ | $\frac{(1 / 2-z)}{(3 / 2-z)} \frac{(1 / 2-3 z)}{(3 / 2-3 z)}$ | $\begin{gathered} \frac{(1 / 2-z)}{(3 / 2-z-z)}\left(\frac{(-2 z)}{(1-2 z)}\right. \\ \cdot \frac{(1 / 2-3 z)}{(3 / 2-3 z)} \end{gathered}$ | 1 | $\begin{aligned} & \frac{(-1 / 2-z)}{(3 / 2+z)} \frac{(-2 z)}{(1-2 z)} \\ & \cdot \frac{(-1 / 2-3 z)}{(3 / 2-3 z)} \end{aligned}$ |
| $\tau_{-}$ | $\frac{(1 / 2+z)}{(3 / 2+z)}$ | $\begin{gathered} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(2 z)}{(2 z+1)} \\ \cdot \frac{(3 z-1 / 2)}{(3 z+3 / 2)} \end{gathered}$ | $\begin{gathered} \frac{(1 / 2+z)}{(3 / 2+z)} \frac{(3 z)}{(1+2 z)} \\ \cdot \frac{(1 / 2+3 z)}{(3 / 2+3 z)} \end{gathered}$ | $\frac{(1 / 2+z)}{(3 / 2+z)} \frac{(1 / 2+3 z)}{(3 / 2+3 z)}$ | $\begin{gathered} \frac{(z-1 / 2)}{(z+3 / 2)} \frac{(2 z)}{(1+2 z)} \\ \cdot \frac{(3 z-1 / 2)}{(3 z+3 / 2)} \end{gathered}$ | 1 |

TABLE 11. $\left\{\mathfrak{s}_{2}, \mathfrak{s}_{4}, \mathfrak{s}_{6}\right\}$

1) We begin by finding the residues for $\mathfrak{s}_{1}$. At $\lambda_{1}$

$$
\frac{3}{2}<z<\frac{5}{2}
$$

Let $R\left(\rho_{+}\right), R\left(\rho_{-}\right)$, and so on, denote the residues arising from the corresponding terms of (8). Making use of (4) and (6) we obtain the following results. Observe that the relevant singularities occur at the intersections of $\mathfrak{s}_{1}$ with some other $\mathfrak{s}_{j}$.

$$
\begin{aligned}
& R\left(\rho_{+}\right)=0 \\
& R\left(\rho_{-}\right)=-\frac{\xi(3)}{\xi(2) \xi^{2}(4)} \Phi\left(\beta_{3}\right) \bar{\Psi}\left(\beta_{3}\right)+\frac{1}{2 \xi(2) \xi(3)} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{2}\right), \\
& R\left(\sigma_{+}\right)=\frac{1}{\xi(2) \xi(3)} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{2}\right) .
\end{aligned}
$$

The term $R\left(\sigma_{-}\right)$is more complicated because the poles of $n\left(\sigma_{-}, \lambda\right)$ are not simple. We let $D_{i}$ be the differential operator

$$
D_{i} \Phi(\lambda)=\left.\frac{d}{d t} \Phi\left(\lambda+t \beta_{i}\right)\right|_{t=0}
$$

Then, as the conscientious reader will readily verify, $R\left(\sigma_{-}\right)$is the sum of

$$
\frac{1}{2 \xi^{2}(2) \xi(2)}\left\{\Phi\left(\beta_{2}\right) D_{6} \bar{\Psi}\left(\beta_{4}\right)+D_{4} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{4}\right)\right\}
$$

and

$$
\left\{\frac{3 a}{2 \xi^{2}(2) \xi(3)}-\frac{\xi^{\prime}(2)}{\xi(3) \xi^{3}(2)}-\frac{\xi^{\prime}(3)}{2 \xi^{2}(2) \xi^{2}(3)}\right\} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{4}\right) .
$$

Moreover $R\left(\tau_{+}\right)$is the sum of

$$
\frac{-1}{2 \xi^{2}(2) \xi(3)}\left\{\Phi\left(\beta_{2}\right) D_{2} \bar{\Psi}\left(\beta_{4}\right)+D_{4} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{4}\right)\right\}
$$

and

$$
\frac{\xi(3)}{\xi(2) \xi^{2}(4)} \Phi\left(\beta_{3}\right) \bar{\Psi}\left(\beta_{3}\right)+\left\{\frac{-a}{2 \xi^{2}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{2 \xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right\} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{4}\right)
$$

while

$$
R\left(\tau_{-}\right)=0
$$

Adding these six terms together we see that the total residue from $\mathfrak{s}_{1}$ is

$$
\frac{3}{2 \xi(2) \xi(3)} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{2}\right)+\frac{a}{\xi^{2}(2) \xi(3)} \Phi\left(\beta_{2}\right) \bar{\Psi}\left(\beta_{4}\right)-\frac{1}{2 \xi^{2}(2) \xi(3)} \Phi\left(\beta_{2}\right) D_{1} \bar{\Psi}\left(\beta_{4}\right) .
$$

Since there is considerable cancellation involved in these calculations which cannot be predicted from general principles, the interested reader is advised to verify each step for himself.
2) The residues for $\mathfrak{s}_{2}$ are easier to find. The coordinate of the point $\lambda_{2}$ satisfies $\frac{1}{6}<z<\frac{1}{2}$.

$$
\begin{aligned}
R\left(\rho_{+} \tau_{+} \rho_{+}^{-1}\right) & =0 \\
R\left(\rho_{-} \tau_{+} \rho_{+}^{-1}\right) & =\frac{-\xi^{2}\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi^{2}\left(\frac{4}{3}\right) \xi\left(\frac{5}{3}\right)} \Phi\left(\frac{\beta_{3}}{3}\right) \bar{\Psi}\left(\frac{\beta_{3}}{3}\right) \\
R\left(\sigma_{+} \tau_{+} \rho_{+}^{-1}\right) & =\frac{\xi^{2}\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi^{2}\left(\frac{4}{3}\right) \xi\left(\frac{5}{3}\right)} \Phi\left(\frac{\beta_{3}}{3}\right) \bar{\Psi}\left(\frac{\beta_{3}}{3}\right) \\
R\left(\sigma_{-} \tau_{+} \rho_{+}^{-1}\right) & =\frac{\xi\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi\left(\frac{4}{3}\right) \xi\left(\frac{5}{3}\right)} \Phi\left(\frac{\beta_{3}}{3}\right) \bar{\Psi}\left(\frac{\beta_{5}}{3}\right) \\
R\left(\tau_{+} \tau_{+} \rho_{+}^{-1}\right) & =\frac{-\xi\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi\left(\frac{4}{3}\right) \xi\left(\frac{5}{3}\right)} \Phi\left(\frac{\beta_{3}}{3}\right) \bar{\Psi}\left(\frac{\beta_{5}}{3}\right) \\
R\left(\tau_{-} \tau_{+} \rho_{+}^{-1}\right) & =0
\end{aligned}
$$

The sum of these six terms is 0 . It is clear from the diagram of the spaces $\mathfrak{s}_{i}$ that there are no residues for $\mathfrak{s}_{3}$ or $\mathfrak{s}_{4}$. The residues from $\mathfrak{s}_{5}$ and $\mathfrak{w}_{6}$ are however extremely complicated.
5) The coordinate of $\lambda_{5}$ satisfies $\frac{1}{2}<z<\frac{3}{2}$. Putting our head down and bashing on we obtain the following results for the residues. $R\left(\rho_{+} \rho_{+} \tau_{+}^{-1}\right)$ is the sum of

$$
\frac{-1}{2 \xi^{2}(2) \xi(3)}\left\{\Phi\left(\beta_{4}\right) D_{4} \bar{\Psi}\left(\beta_{2}\right)+D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)\right\}
$$

and

$$
\left\{\frac{-a}{2 \xi^{2}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{2 \xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)
$$

The expression $R\left(\rho_{-} \rho_{+} \tau_{+}^{-1}\right)$ is easier to determine; it equals

$$
\frac{-1}{\xi^{2}(2)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(-\beta_{6}\right) .
$$

Since $-\beta_{6}$ does not lie in the dual of the positive chamber, we infer from Lemma 7.5 that this term will be cancelled by another, for it cannot remain when all the residues are added together.

The other terms grow more complicated. $\quad R\left(\sigma_{+} \rho_{+} \tau_{+}^{-1}\right)$ is the sum of the following expressions.

$$
\begin{gathered}
\frac{-1}{2 \xi^{3}(2) \xi(3)}\left\{D_{2} \Phi\left(\beta_{4}\right) D_{6} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} \Phi\left(\beta_{4}\right) D_{6}^{2} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} D_{2}^{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{1}{\xi(2)}\left\{\frac{1}{2}\left(\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right)-\frac{a}{\xi^{2}(2) \xi(3)}\right\}\left\{D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\Phi\left(\beta_{4}\right) D_{6} \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{1}{\xi(2)}\left\{a\left(\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right)+\frac{1}{\xi^{2}(2) \xi(3)}\left(\frac{a^{2}}{2}-3 b\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{1}{\xi(2)}\left\{\frac{5}{4 \xi(2) \xi(3)}\left(\frac{\xi^{\prime \prime}(2)}{\xi^{2}(2)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{3}(2)}\right)+\frac{1}{4 \xi^{2}(2)}\left(\frac{\xi^{\prime \prime}(3)}{\xi^{2}(3)}-\frac{2\left(\xi^{\prime}(3)\right)^{2}}{\xi^{3}(3)}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-1}{\xi(2)}\left(\frac{\xi^{\prime}(2) \xi^{\prime}(3)}{\xi^{3}(2) \xi^{2}(3)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{4}(2) \xi(3)}\right) \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) .
\end{gathered}
$$

The expression $R\left(\sigma_{-} \rho_{+} \tau_{+}^{-1}\right)$ is not so difficult to determine; it is the sum of

$$
\frac{1}{\xi^{2}(2) \xi(3)}\left\{\Phi\left(\beta_{4}\right) D_{6} \bar{\Psi}\left(\beta_{2}\right)-D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)\right\}
$$

and

$$
\left\{\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}-\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right) .
$$

However, $R\left(\tau_{+} \rho_{+} \tau_{+}^{-1}\right)$ is simply

$$
\frac{-1}{\xi(2) \xi(3)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{6}\right)
$$

With $R\left(\tau_{-} \rho_{+} \tau_{+}^{-1}\right)$ complications appear once again. It is the sum of the following terms.

$$
\begin{gathered}
\frac{1}{2 \xi^{3}(2) \xi(3)}\left\{D_{2} \Phi\left(\beta_{4}\right) D_{2} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} D_{2}^{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} \Phi\left(\beta_{4}\right) D_{2}^{2} \bar{\Psi}\left(\beta_{4}\right)\right\} \\
-\frac{1}{2 \xi(2)}\left\{\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right\}\left\{D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\Phi\left(\beta_{4}\right) D_{2} \bar{\Psi}\left(\beta_{4}\right)\right\} \\
\frac{1}{\xi(2)}\left\{\frac{1}{2}\left(\frac{\xi^{\prime}(2) \xi^{\prime}(3)}{\xi^{3}(2) \xi^{2}(3)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{4}(2) \xi(3)}\right)+\frac{1}{\xi^{2}(2) \xi(3)}\left(3 b-\frac{3 a^{2}}{2}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) \\
\left\{\frac{-5}{2 \xi(2) \xi(3)}\left(\frac{\xi^{\prime \prime}(2)}{\xi^{2}(2)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{3}(2)}\right)-\frac{1}{2 \xi^{2}(2)}\left(\frac{\xi^{\prime \prime}(3)}{\xi^{2}(3)}-\frac{2\left(\xi^{\prime}(3)\right)^{2}}{\xi^{3}(3)}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) .
\end{gathered}
$$

We add up all the terms above and find that the total contribution from $\mathfrak{F}_{5}$ is the sum of the following six expressions.

$$
\begin{gathered}
\left\{\frac{a}{\xi(2)}\left(\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right)-\frac{a^{2}}{\xi^{3}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) \\
-\frac{a}{\xi^{3}(2) \xi(3)} D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)-\frac{a}{\xi^{3}(2) \xi(3)} \Phi\left(\beta_{4}\right) D_{6} \bar{\Psi}\left(\beta_{4}\right) \\
\quad-\frac{1}{\xi^{2}(2)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(-\beta_{6}\right)-\frac{1}{\xi(2) \xi(3)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{6}\right) \\
\\
-\frac{1}{2 \xi^{2}(2) \xi(3)} \Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{2}\right)-\frac{3}{2 \xi^{2}(2) \xi(3)} D_{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right) \\
\frac{1}{\xi^{2}(2) \xi(3)}\left(\frac{-a}{2}+\frac{3 \xi^{\prime}(3)}{2 \xi(3)}\right) \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)+\frac{1}{4 \xi^{3}(2) \xi(3)} \Phi\left(\beta_{4}\right)\left(D_{2}^{2}-D_{6}^{2}\right) \bar{\Psi}\left(\beta_{4}\right) \\
\frac{1}{2 \xi^{3}(2) \xi(3)} D_{2} \Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{4}\right)-\frac{1}{2 \xi(2)}\left(\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right) \Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{4}\right)
\end{gathered}
$$

The term involving $\bar{\Psi}\left(-\beta_{6}\right)$ has not yet disappeared.
The reader will be losing heart, for we still have $\mathfrak{s}_{6}$ to work through. He is urged to persist, for the final result is very simple. I do not know the reason.
6) The coordinate of $\lambda_{6}$ is greater then $\frac{3}{2}$. It will be seen from the diagram of the spaces $\mathfrak{s}_{i}$ that we may pick up residues at three points, at the intersection of $\mathfrak{s}_{6}$ and $\mathfrak{s}_{1}$, at the common intersection of $\mathfrak{s}_{6}, \mathfrak{s}_{5}, \mathfrak{s}_{3}$, and $\mathfrak{s}_{2}$, and at the intersection of $\mathfrak{s}_{6}$ with $\mathfrak{s}_{4}$. The corresponding values of $z$ are $\frac{3}{2}, \frac{1}{2}$, and $\frac{1}{6}$. The contribution $R\left(\rho_{+}\right)$is the sum of the following terms.

$$
\begin{gathered}
\frac{1}{6 \xi^{3}(2) \xi(3)}\left\{D_{3} \Phi\left(\beta_{4}\right) D_{5} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} D_{3}^{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} \Phi\left(\beta_{4}\right) D_{5}^{2} \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{1}{\xi(2)}\left\{\frac{a}{\xi^{2}(2) \xi(3)}-\frac{1}{2}\left(\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right)\right\}\left\{D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\Phi\left(\beta_{4}\right) D_{5} \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{1}{\xi^{3}(2) \xi(3)}\left\{\left(\frac{11}{6} a^{2}+\frac{7}{3} b\right)-a\left(\frac{3 \xi^{\prime}(3)}{\xi(3)}+\frac{3 \xi^{\prime}(2)}{\xi(2)}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{1}{6 \xi(2)}\left\{\frac{9 \xi^{\prime}(2) \xi^{\prime}(3)}{\xi^{3}(2) \xi^{2}(3)}+\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{4}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-1}{12 \xi^{2}(2)}\left\{\frac{9}{\xi(2)}\left(\frac{\xi^{\prime \prime}(3)}{\xi^{2}(3)}-\frac{2\left(\xi^{\prime}(3)\right)^{2}}{\xi^{3}(3)}\right)+\frac{5}{\xi(3)}\left(\frac{\xi^{\prime \prime}(2)}{\xi^{2}(2)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{3}(2)}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
-\frac{\xi\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi\left(\frac{5}{3}\right) \xi\left(\frac{4}{3}\right)} \Phi\left(\frac{\beta_{5}}{3}\right) \bar{\Psi}\left(\frac{\beta_{3}}{3}\right) .
\end{gathered}
$$

The value of $R\left(\rho_{-}\right)$is simply

$$
\frac{1}{\xi^{2}(2)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(-\beta_{6}\right) .
$$

It cancels the term for $\mathfrak{s}_{5}$ which had troubled us.

The value of $R\left(\sigma_{+}\right)$is

$$
\frac{1}{\xi(2) \xi(3)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{6}\right)+\frac{\xi\left(\frac{2}{3}\right)}{3 \xi^{2}(2) \xi\left(\frac{5}{3}\right)} \Phi\left(\frac{\beta_{5}}{3}\right) \bar{\Psi}\left(\frac{\beta_{5}}{3}\right) .
$$

For $R\left(\sigma_{-}\right)$we obtain the sum of three terms.

$$
\begin{aligned}
& \frac{1}{2 \xi^{2}(2) \xi(3)}\left\{D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)+\Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{2}\right)\right\} ; \\
& \left\{\frac{3 a}{2 \xi^{2}(2) \xi(3)}-\frac{3 \xi^{\prime}(3)}{2 \xi^{2}(2) \xi^{2}(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right) ; \\
& \frac{\xi\left(\frac{1}{3}\right) \xi\left(\frac{2}{3}\right)}{3 \xi\left(\frac{4}{3}\right) \xi\left(\frac{5}{3}\right) \xi^{2}(2)} \Phi\left(\frac{\beta_{5}}{3}\right) \bar{\Psi}\left(\frac{\beta_{3}}{3}\right) .
\end{aligned}
$$

Although $R\left(\tau_{+}\right)$is zero, but $R\left(\tau_{-}\right)$is the sum of the following nine terms. $\delta$ is now one-half the sum of the positive roots.

$$
\begin{gathered}
\frac{1}{\xi(2) \xi(6)} \Phi(\delta) \bar{\Psi}(\delta) ; \\
\frac{-1}{6 \xi^{3}(2) \xi(3)}\left\{D_{3} \Phi\left(\beta_{4}\right) D_{3} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} D_{3}^{2} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2} \Phi\left(\beta_{4}\right) D_{3}^{2} \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{1}{2 \xi(2)}\left\{\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right\}\left\{\Phi\left(\beta_{4}\right) D_{3} \bar{\Psi}\left(\beta_{4}\right)+D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{-2 a}{3 \xi^{3}(2) \xi(3)}\left\{\Phi\left(\beta_{4}\right) D_{3} \bar{\Psi}\left(\beta_{4}\right)+D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)\right\} ; \\
\frac{2 a}{\xi(2)}\left\{\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-1}{6 \xi(2)}\left\{\frac{9 \xi^{\prime}(2) \xi^{\prime}(3)}{\xi^{3}(2) \xi^{2}(3)}+\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{4}(2) \xi(3)}\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-1}{6 \xi^{3}(2) \xi(3)}\left(a^{2}-14 b\right) \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{1}{6 \xi(2)}\left\{\frac{5}{2 \xi(2) \xi(3)}\left(\frac{\xi^{\prime \prime}(2)}{\xi^{2}(2)}-\frac{2\left(\xi^{\prime}(2)\right)^{2}}{\xi^{3}(2)}\right)+\frac{9}{2 \xi^{2}(2)}\left(\frac{\xi^{\prime \prime}(3)}{\xi^{2}(3)}-\frac{2\left(\xi^{\prime}(3)\right)^{2}}{\xi^{3}(3)}\right)\right\} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-\xi\left(\frac{1}{3}\right)}{3 \xi\left(\frac{5}{3}\right) \xi^{2}(2)} \Phi\left(\frac{\beta_{5}}{3}\right) \bar{\Psi}\left(\frac{\beta_{5}}{3}\right) .
\end{gathered}
$$

Adding the six contributions together we see that the total residue from $\mathfrak{s}_{6}$ is the sum of the following terms.

$$
\begin{gathered}
\frac{1}{\xi^{2}(2)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(-\beta_{6}\right)+\frac{1}{\xi(2) \xi(3)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{6}\right)+\frac{1}{\xi(2) \xi(6)} \Phi(\rho) \bar{\Psi}(\rho) \\
\frac{1}{2 \xi^{2}(2) \xi(3)}\left\{\Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{2}\right)+D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)\right\} \\
\frac{3}{2 \xi^{2}(2) \xi(3)}\left(a-\frac{\xi^{\prime}(3)}{\xi(3)}\right) \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{2}\right)+\frac{1}{12 \xi^{3}(2) \xi(2)} \Phi\left(\beta_{4}\right)\left(D_{5}^{2}-D_{3}^{2}\right) \bar{\Psi}\left(\beta_{4}\right) ; \\
\frac{-1}{6 \xi^{3}(2) \xi(3)} D_{3} \Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{4}\right)+\frac{1}{2 \xi(2)}\left(\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}+\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}\right) \Phi\left(\beta_{4}\right) D_{1} \bar{\Psi}\left(\beta_{4}\right) \\
\frac{a}{3 \xi^{3}(2) \xi(3)} D_{3} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)+\frac{a}{\xi^{3}(2) \xi(3)} \Phi\left(\beta_{4}\right)\left(D_{5}-\frac{2}{3} D_{3}\right) \bar{\Psi}\left(\beta_{4}\right) \\
\frac{5 a^{2}}{3 \xi^{3}(2) \xi(3)} \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)-\frac{a}{\xi(2)}\left(\frac{\xi^{\prime}(2)}{\xi^{3}(2) \xi(3)}+\frac{\xi^{\prime}(3)}{\xi^{2}(2) \xi^{2}(3)}\right) \Phi\left(\beta_{4}\right) \bar{\Psi}\left(\beta_{4}\right)
\end{gathered}
$$

Now all we have to do is add together the contributions from $\mathfrak{s}_{1}, \ldots, \mathfrak{s}_{6}$. The result may be expressed simply in matrix notation as:

$$
\left[\begin{array}{c}
\Psi(\rho) \\
\Psi\left(\beta_{2}\right) \\
\Psi\left(\beta_{4}\right) \\
D_{1} \Psi\left(\beta_{4}\right)
\end{array}\right]^{*}\left[\begin{array}{cccc}
\frac{1}{\xi(2) \xi(6)} & 0 & 0 & 0 \\
0 & \frac{3}{2 \xi(2) \xi(3)} & \frac{a}{\xi^{2}(2) \xi(3)} & \frac{-1}{2 \xi^{2}(2) \xi(3)} \\
0 & \frac{a}{\xi^{2}(2) \xi(3)} & \frac{2 a^{2}}{3 \xi^{3}(2) \xi(3)} & \frac{-a}{3 \xi^{3}(2) \xi(3)} \\
0 & \frac{-1}{2 \xi^{2}(2) \xi(3)} & \frac{-a}{3 \xi^{3}(2) \xi(3)} & \frac{1}{6 \xi^{3}(2) \xi(3)}
\end{array}\right]\left[\begin{array}{c}
\Phi(\rho) \\
\Phi\left(\beta_{2}\right) \\
\Phi\left(\beta_{4}\right) \\
D_{1} \Phi\left(\beta_{4}\right)
\end{array}\right]
$$

That the matrix turns out to be symmetric and positive-definite is a check on our calculations. Since it is of rank two, the discrete spectrum contains two points. One of the associated subspaces is the space of constant functions. The constant term of the functions in the other space is not a sum of pure exponentials. The appearance of a second point in the discrete spectrum is a surprise. One wonders what its significance is.

In the example just discussed the functions $n(\sigma, \lambda)$ were analytic on the line $\operatorname{Re} \lambda=\lambda(0)$, and the corresponding residues of the Eisenstein series must be as well. This may not always be so, and one must be content with a weaker assertion, that of Lemma 7.6. This is seen already with the one-dimensional spectrum for the group of type $A_{3}$.

This is the group $\operatorname{SL}(4)$. We may take as coordinates of $\lambda$, parameters $z_{1}, z_{2}, z_{3}, z_{4}$ with $\sum z_{i}=0$. The elements of the Weyl group are permutations and

$$
M(s, \lambda)=\prod_{\substack{i<j \\ s(i)>s(j)}} \frac{\xi\left(z_{i}-z_{j}\right)}{\xi\left(1+z_{i}-z_{j}\right)}
$$

At the first stage the integration will be taken over the set $\operatorname{Re} z_{i}=z_{i}^{0}$ with $z_{i}^{0}-z_{j}^{0}>1$ if $i<j$. Then it is moved to $\operatorname{Re} z_{i}=0$. Residues are obtained on the hyperplanes $\mathfrak{s}_{i j}$ defined by $z_{i}-z_{j}=1$. These give the two-dimensional spectrum. In order to obtain the one-dimensional
spectrum the integration has then to be moved to

$$
\operatorname{Re} z_{k}=\frac{\delta_{k i}}{2}-\frac{\delta_{k j}}{2}
$$

where $\delta_{k i}$ is Kronecker's delta. If $M(s, \lambda)$ has a singularity on $\mathfrak{s}_{i j}$ then $s(i)>s(j)$. If $k<\ell$ and $s(k)>s(\ell)$ with $(i j) \neq(k \ell)$ then

$$
\frac{\xi\left(z_{k}-z_{\ell}\right)}{\xi\left(1+z_{k}-z_{\ell}\right)}
$$

is a factor of the residue. If $k \neq j$ then $1+z_{k}-z_{\ell} \geqslant 1$ during the deformation and the zeros of the denominator play no role. If $k=j$ then $s(i)>s(\ell)$ and the residue contains the factor

$$
\frac{\xi\left(z_{i}-z_{\ell}\right)}{\xi\left(1+z_{i}-z_{\ell}\right)} \frac{\xi\left(z_{j}-z_{\ell}\right)}{\xi\left(1+z_{j}-z_{\ell}\right)}
$$

Since $z_{i}=1+z_{j}$ on $\mathfrak{s}_{i j}$ the denominator is again harmless. The relevant singularities lie on the intersection of $\mathfrak{s}_{i j}$ with some $\mathfrak{s}_{i^{\prime} j^{\prime}}$.

Because we are interested in the one-dimensional spectrum and want to proceed as expeditiously as possible, we shall only write down those two-dimensional residues which in turn yield one-dimensional residues. We take $z_{i}^{0}-z_{i+1}^{0}>z_{i+1}^{0}-z_{4}^{0}, i=1,2$.

1) $i=1, j=4$. When we deform the two-dimensional integral on $\mathfrak{s}_{14}$ we pick up no residues. So this hyperplane may be ignored.
2) $i=1, j=3$. Because of our choice of $z_{i}^{0}$, the only singular hyperplane that we meet during the deformation is $\mathfrak{s}_{14}$. The intersection is $\mathfrak{s}=\left(\frac{2}{3}, 0, \frac{-1}{3}, \frac{-1}{3}\right)+(u, v, u, u)$ with $3 u+v=0$. We obtain contributions from those $s$ for which $s(4)<s(1)$ and $s(3)<s(1)$. For these we obtain the following results:

| $s$ |  | $R(s)$ |  |
| :--- | :--- | :--- | ---: |
| $(1234) \rightarrow(3412)$ | $\left(\frac{2}{3}, 0, \frac{-1}{3}, \frac{-1}{3}\right)+(u, v, u, u)$ | $\rightarrow\left(\frac{-1}{3}, \frac{-1}{3}, \frac{2}{3}, 0\right)+(u, u, u, v)$ | $(23)(24)$ |
| $\rightarrow(4312)$ | $\rightarrow\left(\frac{-1}{3}, \frac{-1}{3}, \frac{2}{3}, 0\right)+(u, u, u, v)$ | $-(23)(24)$ |  |
| $\rightarrow(3421)$ | $\rightarrow\left(\frac{-1}{3}, \frac{-1}{3}, 0, \frac{2}{3}\right)+(u, u, v, u)$ | $(12)(23)(34)$ |  |
| $\rightarrow(4321)$ | $\rightarrow\left(\frac{-1}{3}, \frac{-1}{3}, 0, \frac{2}{3}\right)+(u, u, v, u)$ | $-(12)(23)(34)$ |  |
| $\rightarrow(3241)$ | $\rightarrow\left(\frac{-1}{3}, 0, \frac{-1}{3}, \frac{2}{3}\right)+(u, v, u, u)$ | $(12)(23)$ |  |
| $\rightarrow(4231)$ | $\rightarrow\left(\frac{-1}{3}, 0, \frac{-1}{3}, \frac{2}{3}\right)+(u, v, u, u)$ | $-(12)(24)$ |  |
| $\rightarrow(2341)$ | $\rightarrow\left(0, \frac{-1}{3}, \frac{-1}{3}, \frac{2}{3}\right)+(v, u, u, u)$ | $(12)$ |  |
| $\rightarrow(2431)$ |  | $\rightarrow\left(0, \frac{-1}{3}, \frac{-1}{3}, \frac{2}{3}\right)+(v, u, u, u)$ | $-(12)$ |

The symbol $(k \ell)$ is an abbreviation for

$$
\frac{\xi\left(z_{k}-z_{\ell}\right)}{\xi\left(1+z_{k}-z_{\ell}\right)}
$$

and we have omitted from all the $R(s)$ a common constant. But this is unimportant, for we see that the residues cancel in pairs and that $\mathfrak{s}_{13}$ contributes nothing to the one-dimensional spectrum.
3) $i=1, j=2$. There will be singularities at the intersections of $\mathfrak{s}_{12}$ with $\mathfrak{s}_{13}$ and $\mathfrak{s}_{14}$. Because of our choice of $z_{i}^{0}$, they are the only ones which affect our calculations.

$$
\begin{aligned}
& \mathfrak{s}_{12} \cap \mathfrak{s}_{13}=\left(\frac{2}{3}, \frac{-1}{3}, \frac{-1}{3}, 0\right)+(u, u, u, v), \\
& \mathfrak{s}_{12} \cap \mathfrak{s}_{14}=\left(\frac{2}{3}, \frac{-1}{3}, 0, \frac{-1}{3}\right)+(u, u, v, u) .
\end{aligned}
$$

If $s$ contributes to the residue on the first intersection then $s(2)<s(1)$ and $s(3)<s(1)$. If $s_{0}$ is the interchange of (2) and (3) then $s s_{0}$ has the same effect on $\mathfrak{s}_{12} \cap \mathfrak{s}_{13}$, but the residues of $R(s)$ and $R\left(s s_{0}\right)$ are of opposite sign because

$$
\frac{\xi\left(z_{2}-z_{3}\right)}{\xi\left(1+z_{2}-z_{3}\right)}
$$

is -1 when $z_{2}=z_{3}$. Thus the contribution of the first intersection to the one-dimensional spectrum is 0 .

If $s$ contributes to the residue on the second intersection then $s(2)<s(1)$ and $s(4)<s(1)$. The possibilities are given below.

| $s$ | $R(s)$ |
| ---: | ---: |
| $(1234)$ | $\rightarrow(2413)$ |
| $\rightarrow(4213)$ | $-(43)$ |
| $\rightarrow(2431)$ | $(13)(34)$ |
| $\rightarrow(4231)$ | $-(13)(34)$ |
| $\rightarrow(2341)$ | $(13)$ |
| $\rightarrow(4321)$ | $-(13)(23)(34)$ |
| $\rightarrow(3241)$ | $(13)(23)$ |
| $\rightarrow(3421)$ | $-(13)(23)$ |

Since

$$
z_{1}-z_{3}=-\left(z_{3}-z_{4}\right)
$$

on the intersection,

$$
\frac{\xi\left(z_{2}-z_{3}\right)}{\xi\left(1+z_{2}-z_{3}\right)} \frac{\xi\left(z_{3}-z_{4}\right)}{\xi\left(1+z_{3}-z_{4}\right)}=1 .
$$

Once again the cancellation is complete.
4) $i=2, j=4$. The poles occur at the intersection of $\mathfrak{s}_{24}$ with $\mathfrak{s}_{12}, \mathfrak{s}_{13}$, and $\mathfrak{s}_{14}$. These intersections are:

$$
\begin{aligned}
\mathfrak{s}_{24} \cap \mathfrak{s}_{12} & =(1,0,0,-1)+(u, u, v, u), \\
\mathfrak{s}_{24} \cap \mathfrak{s}_{13} & =\left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, u, v), \\
\mathfrak{s}_{24} \cap \mathfrak{s}_{14} & =\left(\frac{1}{3}, \frac{1}{3}, 0, \frac{-2}{3}\right)+(u, u, v, u) .
\end{aligned}
$$

We list in the three cases the relevant $s$ and the corresponding residues.
a)

| $s$ |  | $R(s)$ |
| :--- | :--- | :--- | ---: |
| $(1234) \rightarrow(4213)(1,0,0,-1)+(u, u, v, u)$ | $\rightarrow(-1,0,1,0)+(u, u, u, v)$ | $(34)$ |
| $\rightarrow(4231)$ | $\rightarrow(-1,0,0,1)+(u, u, v, u)$ | $(13)(34)$ |
| $\rightarrow(4321)$ | $\rightarrow(-1,0,0,1)+(u, v, u, u)$ | $(13)(23)(34)$ |
| $\rightarrow(3421)$ | $\rightarrow(0,1,0,-1)+(v, u, u, u)$ | $(13)(23)$ |

We have omitted the common factor $\frac{1}{\xi(2) \xi(3)}$.
b)

| $s$ |  | $R(s)$ |
| ---: | :--- | ---: | ---: |
| $(1234) \rightarrow(3142)\left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, u, v)$ | $\rightarrow\left(\frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(u, u, v, v)$ | $(23)$ |
| $\rightarrow(3412)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, u, v)$ | $(14)(23)$ |
| $\rightarrow(3421)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, v, u)$ | $(12)(14)(23)$ |
| $\rightarrow(4312)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, u, v)$ | $(14)(23)(34)$ |
| $\rightarrow(4321)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, v, u)$ | $(12)(14)(23)(34)$ |
| $\rightarrow(4231)$ | $\rightarrow\left(\frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(v, v, u, u)$ | $(12)(14)(34)$ |

c) If $s$ contributes to the residue for the third intersection then $s(4)<s(1)$ and $s(4)<s(2)$. If $s_{0}$ interchanges 1 and 2 and leaves 3 and 4 fixed, then $s s_{0}$ contributes as well. Since

$$
R(s)=-R\left(s s_{0}\right)
$$

the total contribution will be 0 .
5) $i=2, j=3$. The relevant poles occur at the intersection of $\mathfrak{s}_{23}$ with $\mathfrak{s}_{12}, \mathfrak{s}_{13}, \mathfrak{s}_{14}$, and $\mathfrak{s}_{24}$. These intersections are as follows:

$$
\begin{aligned}
\mathfrak{s}_{23} \cap \mathfrak{s}_{12} & =(1,0,-1,0)+(u, u, u, v), \\
\mathfrak{s}_{23} \cap \mathfrak{s}_{13} & =\left(\frac{1}{3}, \frac{1}{3}, \frac{-2}{3}, 0\right)+(u, u, u, v), \\
\mathfrak{s}_{23} \cap \mathfrak{s}_{14} & =\left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, v, u), \\
\mathfrak{s}_{23} \cap \mathfrak{s}_{24} & =\left(0, \frac{2}{3}, \frac{-1}{3}, \frac{-1}{3}\right)+(u, v, v, v) .
\end{aligned}
$$

Again we list the pertinent $s$ and the corresponding $R(s)$ :
a)

| $s$ |  | $R(s)$ |  |
| :--- | :--- | :--- | ---: |
| $(1234)$ | $\rightarrow(3214) \quad(1,0,-1,0)+(u, u, u, v)$ | $\rightarrow(-1,0,1,0)+(u, u, u, v)$ | 1 |
| $\rightarrow(3241)$ | $\rightarrow(-1,0,0,1)+(u, u, v, u)$ | $(14)$ |  |
| $\rightarrow(3421)$ | $\rightarrow(-1,0,0,1)+(u, v, u, u)$ | $(14)(24)$ |  |
| $\rightarrow(4321)$ | $\rightarrow(0,-1,0,1)+(v, u, u, u)$ | $(14)(24)(34)$ |  |

Again a common factor $\frac{1}{\xi(2) \xi(3)}$ has been omitted.
b) The same argument as above establishes that the total contribution from this intersection is 0 .
c)

| $s$ |  | $R(s)$ |  |
| ---: | :--- | ---: | ---: |
| $(1234) \rightarrow(4132)$ | $\left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, v, u)$ | $\rightarrow\left(\frac{-1}{2} \cdot \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(u, u, v, v)$ | $(24)(34)$ |
| $\rightarrow(4312)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, u, v)$ | $(13)(24)(34)$ |  |
| $\rightarrow(4321)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, v, u)$ | $(12)(13)(24)(34)$ |  |
| $\rightarrow(3412)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, u, v)$ | $(13)(24)$ |  |
| $\rightarrow(3421)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, v, u)$ | $(12)(13)(24)$ |  |
| $\rightarrow(3241)$ | $\rightarrow\left(\frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(v, v, u, u)$ | $(12)(13)$ |  |

d) Here again the total contribution is 0 .
6) $i=3, j=4$. The intersections with any of the other $\mathfrak{s}_{i^{\prime} j^{\prime}}$ are now relevant. These intersections are as follows:

$$
\begin{aligned}
\mathfrak{s}_{34} \cap \mathfrak{s}_{12} & =\left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}\right)+(u, u, v, v), \\
\mathfrak{s}_{34} \cap \mathfrak{s}_{13} & =(1,0,0,-1)+(u, v, u, u), \\
\mathfrak{s}_{34} \cap \mathfrak{s}_{14} & =\left(\frac{1}{3}, 0, \frac{1}{3}, \frac{-2}{3}\right)+(u, v, u, u), \\
\mathfrak{s}_{34} \cap \mathfrak{s}_{23} & =(0,1,0,-1)+(u, v, v, v), \\
\mathfrak{s}_{34} \cap \mathfrak{s}_{24} & =\left(0, \frac{1}{3}, \frac{1}{3}, \frac{-2}{3}\right)+(u, v, v, v) .
\end{aligned}
$$

Again we take each possibility in order and list the pertinent $s$ and the corresponding $R(s)$.
a)

| $s$ |  | $R(s)$ |  |
| ---: | :--- | ---: | ---: |
| $(1234)$ | $\rightarrow(2143)$ | $\left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}\right)+(u, u, v, v)$ | $\rightarrow\left(\frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(u, u, v, v)$ |
| $\rightarrow(2413)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, u, v)$ | $(14)$ |  |
| $\rightarrow(2431)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(u, v, v, u)$ | $(13)(14)$ |  |
| $\rightarrow(4213)$ | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, u, v)$ | $(14)(24)$ |  |
| $\rightarrow(4231)$ |  | $\rightarrow\left(\frac{-1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right)+(v, u, v, u)$ | $(13)(14)(24)$ |
| $\rightarrow(4321)$ |  | $\rightarrow\left(\frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{1}{2}\right)+(v, v, u, u)$ | $(13)(14)(23)(24)$ |

A common factor $\frac{1}{\xi^{2}(2)}$ has been omitted.
b)

| $s$ |  | $R(s)$ |  |
| :--- | :--- | :--- | ---: |
| $(1234)$ | $\rightarrow(4312) \quad(1,0,0,-1)+(u, v, u, u)$ | $\rightarrow(-1,0,1,0)+(u, u, u, v)$ | $(23)(24)$ |
| $\rightarrow(4321)$ | $\rightarrow(-1,0,0,1)+(u, u, v, u)$ | $(12)(23)(24)$ |  |
| $\rightarrow(4231)$ | $\rightarrow(-1,0,0,1)+(u, v, u, u)$ | $(12)(24)$ |  |
| $\rightarrow(2431)$ | $\rightarrow(0,-1,0,1)+(v, u, u, u)$ | $(12)$ |  |

The common factor $\frac{1}{\xi(2) \xi(3)}$ has been omitted.
c) The total contribution is again 0 .
d)

| $s$ |  | $R(s)$ |  |
| :--- | :--- | :--- | ---: |
| $(1234)$ | $\rightarrow(1432) \quad(0,1,0,-1)+(u, v, v, v)$ | $\rightarrow(0,-1,0,1)+(u, v, v, v)$, | 1 |
| $\rightarrow(4132)$ | $\rightarrow(-1,0,0,1)+(v, u, v, v)$ | $(14)$ |  |
| $\rightarrow(4312)$ | $\rightarrow(-1,0,0,1)+(v, v, u, v)$ | $(13)(14)$ |  |
|  | $\rightarrow(4321)$ | $\rightarrow(-1,0,1,0)+(v, v, v, u)$ | $(12)(13)(14)$ |

Again the common factor $\frac{1}{\xi(2) \xi(3)}$ has been omitted.
e) The total contribution is 0 .

The one-dimensional spectrum is therefore determined by two collections of subspaces. The first collection is formed by:

$$
\begin{aligned}
& (0,1,0,-1)+(u, v, v, v) \\
& (1,0,0,-1)+(v, u, v, v) \\
& (1,0,0,-1)+(v, v, u, v) \\
& (1,0,-1,0)+(v, v, v, u) .
\end{aligned}
$$

For any two, $\mathfrak{s}$ and $\mathfrak{t}$, of these subspaces, the set $\Omega(\mathfrak{s}, \mathfrak{t})$ consists of a single element. The matrix $M(H)$ figuring in Lemma 7.4 is given, apart from the factor $\frac{1}{\xi(2) \xi(3)}$, in Table (12). It is, as it must be of rank one. However, it does have singularities at $u=v=0$, that is, on the line over which we must finally integrate.

This is disconcerting at first, but, as shown in the text, presents no insurmountable problem. The constant term of the Eisenstein series, or system, associated to the line $(1,0,-1,0)+(u, v, v, v)$ is, apart from the factor

$$
\frac{1}{\xi(2) \xi(3)} e^{\frac{3}{2} z_{1}+\frac{1}{2} z_{2}-\frac{1}{2} z_{3}-\frac{3}{2} z_{4}}
$$

given by the sum of

$$
e^{-z_{2}+z_{4}} e^{u z_{1}+v z_{2}+v z_{3}+v z_{4}}+\frac{\xi(u-v-1)}{\xi(u-v+2)} e^{-z_{1}+z_{3}} e^{v z_{1}+v z_{2}+v z_{3}+u z_{4}}
$$

which has no poles on the line $\operatorname{Re}(u-v)=0$ and

$$
\frac{\xi(1+u-v)}{\xi(2+u-v)} e^{-z_{1}+z_{4}}\left\{e^{v z_{1}+u z_{2}+v z_{3}+v z_{4}}+\frac{\xi(u-v)}{\xi(1+u-v)} e^{v z_{1}+v z_{2}+u z_{3}+v z_{4}}\right\} .
$$

|  | $(0,1,0,-1)$ <br> $+(u, v, v, v)$ | $(1,0,0,-1)$ <br> $+(v, u, v, v)$ | $(1,0,0,-1)$ <br> $+(v, v, u, v)$ | $(1,0,-1,0)$ <br> $+(v, v, v, u)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(0,1,0,-1)$ <br> $+(u, v, v, v)$ | 1 | $\frac{\xi(1+v-u)}{\xi(2+v-u)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)}$ | $\frac{\xi(v-u-1)}{\xi(v-u+2)}$ |
| $(1,0,0,-1)$ <br> $+(v, u, v, v)$ | $\frac{\xi(1+u-v)}{\xi(2+u-v)}$ | $\frac{\xi(1+v-u)}{\xi(2+v-u)} \frac{\xi(1+u-v)}{\xi(2+u-v)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)} \frac{\xi(1+u-v)}{\xi(2+u-v)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)}$ |
| $(1,0,0,-1)$ <br> $+(v, v, u, v)$ | $\frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(1+v-u)}{\xi(2+v-u)} \frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(1+v-u)}{\xi(2+v-u)} \frac{\xi(1+u-v)}{\xi(2+u-v)}$ | $\frac{\xi(1+v-u)}{\xi(2+v-u)}$ |
| $(1,0,-1,0)$ <br> $+(v, v, v, u)$ | $\frac{\xi(u-v-1)}{\xi(2+u-v)}$ | $\frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(1+u-v)}{\xi(2+u-v)}$ |  |

Table 12. The entries are $M\left(t s^{0} s^{-1}, s s^{0} H\right)$. The rows are indexed by $t$, and the columns by $s$. The entry at the top of a given column is the result of applying $s s^{0}$ to the entry at the top of the first column. The rows are labelled in a similar fashion.

Since the factor $\frac{\xi(u-v)}{\xi(1+u-v)}$ equals -1 at $u=v$, this term too has no poles on the lines $\operatorname{Re}(u-v)$. Thus the constant term, and hence the Eisenstein series itself is analytic on that line. This is a simple illustration of the corollary to Lemma 7.6.

The second collection is formed by

$$
\begin{aligned}
& \left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}\right)+(u, u, v, v) \\
& \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, u, v) \\
& \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right)+(u, v, v, u)
\end{aligned}
$$

The sets $\Omega(\mathfrak{s}, \mathfrak{t})$ now consist of two elements. The matrix of Lemma 7.4 is given in Table (13). It may be readily verified that it is of rank one.

|  | $\left(\begin{array}{c}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{-1}{2}\right) \\ +(u, u, v, v) \\ \hline\end{array}\right.$ | $\left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ | $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{-1}{2}\right) \\ & +(u, v, v) \end{aligned}$ | $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{-1}{2},(v, u, u, v)\right.$ | $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \frac{-1}{u}\right) \\ & +(u, v, u) \end{aligned}$ | $\left.\begin{array}{c} \left.\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \frac{-1}{2}\right) \\ +(v, u, v) \end{array}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{1}{2}\right) \\ & +(u, u, v, v) \end{aligned}$ | 1 |  | $\frac{\xi(v-u)}{\xi(2+v-u)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)}$ | $\frac{\xi(1+v-u)}{\xi(2+v-u)}$ |  |
| $\left(\frac{1}{2}, \frac{-1}{2}, \frac{1}{2}, \frac{-1}{2}\right)$ |  | 1 | $\frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(u-v)}{\xi(2+u-v)}$ |  | $\frac{\xi(1+u-v)}{\xi(2+u-v)}$ |
| $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}\right) \\ & +(u, v, u) \end{aligned}$ | $\frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)}$ |  |  |  |  |
| $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}+(v, u, v)\right. \\ & +(v, u) \end{aligned}$ | $\frac{\xi(u-v)}{\xi(2+u-v)}$ | $\frac{\xi(v-u)}{\xi(2+v-u)}$ |  |  |  |  |
| $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2},-\frac{1}{2}+(u, v), v\right) \end{aligned}$ | $\frac{\xi(1+u-v)}{\xi(2+u-v)}$ |  |  |  |  | $.$ |
| $\begin{aligned} & \left(\frac{1}{2}, \frac{1}{2}, \frac{-1}{2}, \frac{-1}{2}+(v, u, u)\right. \end{aligned}$ |  | $\frac{\xi(1+v-u)}{\xi(2+v-u)}$ |  |  |  |  |

Table 13. The principle according to which the entries are indexed is the same as in the preceding table.
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## APPENDIX IV

## The simplest case

I have been requested to append an independent exposition of the methods employed in the text in the simplest case, that of a Fuchsian subgroup $\Gamma$ of $G=\operatorname{PSL}(2, \mathbf{R})$ with a single cusp, the Eisenstein series being taken to be invariant under right multiplication by elements of $K=\operatorname{PSO}(2, \mathbf{R})$. The methods of the text when applied to $\mathrm{SL}(2, \mathbf{R})$ are basically those of Selberg, with the inner product formula of $\S 4$ taking the place of what Harish-Chandra has called the Maass-Selberg relation. But this and a few other minor modifications do not affect the essence of the proof.

In order to be as brief as possible, I shall tailor the exposition to the needs of a competent analyst familiar with the first part of Lang's book and the geometry of fundamental domains. Moreover I shall use the Maass-Selberg relation as well as the inner product formula.

If

$$
g=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right)\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right) k, \quad \alpha=\alpha(g)>0
$$

with $k$ in $K$ and $\lambda$ a complex number, set

$$
F(g, \lambda)=\alpha^{\lambda+1}
$$

If $P$ is the group of upper triangular matrices and the cusp is supposed to lie at infinity then the Eisenstein series

$$
E(g, \lambda)=\sum_{\Gamma \cap P \backslash \Gamma} F(\gamma g, \lambda)
$$

converges for $\operatorname{Re} \lambda>1$. It is continuous as a function of $g$ and $\lambda$ and analytic as a function of $\lambda$ in this region. It needs to be analytically continued.

If $N$ is the group of matrices in $P$ with eigenvalues 1 then

$$
\begin{equation*}
\int_{\Gamma \cap N \backslash N} E(n g, \lambda) d n \tag{1}
\end{equation*}
$$

is easily evaluated. We take the measure of $\Gamma \cap N \backslash N$ to be 1 and write $\Gamma$ as a union of double cosets

$$
(\Gamma \cap N) \gamma(\Gamma \cap P) .
$$

The integral then becomes the sum over these double cosets of

$$
\int_{(\Gamma \cap N) \cap \gamma^{-1}(\Gamma \cap P) \gamma \backslash N} F(\gamma n g, \lambda) d n
$$

If $\gamma$ lies in the trivial double coset this integral is equal to $F(g, \lambda)$. Otherwise it is

$$
\int_{N} F(\gamma n g, \lambda) d n .
$$

Writing

$$
\gamma=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right)\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)\left(\begin{array}{ll}
1 & y \\
0 & 1
\end{array}\right), \quad \alpha>0
$$

we see that this integral equals

$$
\alpha^{\lambda+1}\left\{\int_{N} F\left(\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) n, \lambda\right) d n\right\} F(g,-\lambda)
$$

and conclude that the integral (1) is equal to

$$
F(g, \lambda)+M(\lambda) F(g,-\lambda)
$$

where $M(\lambda)$ is analytic for $\operatorname{Re} \lambda>1$. The analytic continuation of $E(g, \lambda)$ is bound up with that of $M(\lambda)$.

If $\phi$ is a smooth, compactly supported function on $N \backslash G / K$ we may write

$$
\phi(g)=\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{0}} \Phi(\lambda) F(g, \lambda)|d \lambda|
$$

where $\Phi(\lambda)$ is an entire function. The function

$$
\widehat{\phi}(g)=\sum_{\Gamma \cap P \backslash \Gamma} \phi(\gamma g)
$$

is smooth and compactly supported on $\Gamma \backslash G$ and in particular lies in $L^{2}(\Gamma \backslash G)$. It is given by

$$
\begin{equation*}
\widehat{\phi}(g)=\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{0}} \Phi(\gamma) E(g, \lambda)|d \lambda|, \quad \lambda_{0}>1 \tag{2}
\end{equation*}
$$

If we have chosen the Haar measures properly we may calculate the inner product

$$
(\widehat{\phi}, \widehat{\psi})=\int_{\Gamma \backslash G} \widehat{\phi}(g) \widehat{\bar{\psi}}(g) d g
$$

as follows. Substitute the formula (2) for $\widehat{\phi}(g)$ and write out $\widehat{\psi}(g)$ according to its definition. We obtain

$$
\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{0}} \Phi(\lambda)\left\{\int_{\Gamma \backslash G} E(g, \lambda) \sum_{\gamma \cap P \backslash \Gamma} \bar{\psi}(\gamma g) d g\right\}|d \lambda| .
$$

The inner integral is equal to

$$
\int_{\Gamma \cap P \backslash G} E(g, \lambda) \bar{\psi}(g) d g=\int_{0}^{\infty}\left\{\alpha^{\lambda+1}+M(\lambda) \alpha^{-\lambda+1}\right\} \alpha^{-2} \bar{\psi}\left(\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right)\right) \frac{d \alpha}{\alpha} .
$$

By the Fourier inversion formula this integral is equal to

$$
\bar{\Psi}(-\bar{\lambda})+M(\lambda) \bar{\Psi}(\bar{\lambda})
$$

We see that the product is given by

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{0}}\{\Phi(\lambda) \bar{\Psi}(-\bar{\lambda})+M(\lambda) \Phi(\lambda) \bar{\Psi}(\bar{\lambda})\} d \lambda \tag{3}
\end{equation*}
$$

We can already deduce a great deal from the fact that (3) defines an inner product which is positive semi-definite. By approximation, we may extend the inner product to the space of functions analytic and bounded in some strip $|\operatorname{Re} \lambda|<1+\varepsilon, \varepsilon>0$, and decreasing to

0 at infinity faster than any polynomial. We denote it by $(\Phi(\cdot), \Psi(\cdot))$. We may form the completion with respect to this inner product and obtain a Hilbert space $H$.

If $f$ is bounded and analytic in some strip $|\operatorname{Re} \lambda|<1+\varepsilon, \varepsilon>0$, and

$$
f(-\lambda)=f(\lambda)
$$

then

$$
(f(\cdot) \Phi(\cdot), \Psi(\cdot))=\left(\Phi(\cdot), f^{*}(\cdot) \Psi(\cdot)\right)
$$

Here

$$
f^{*}(\lambda)=\bar{f}(-\bar{\lambda})
$$

Suppose

$$
\sup _{|\operatorname{Re} \lambda|<1+\varepsilon}|f(\lambda)|<k .
$$

Then

$$
g(\lambda)=\sqrt{k^{2}-f^{*}(\lambda) f(\lambda)}
$$

is analytic and bounded for $|\operatorname{Re} \lambda|<1+\varepsilon$. Moreover

$$
g(\lambda)=g(-\lambda)
$$

and

$$
g^{*}(\lambda)=g(\lambda)
$$

Thus

$$
\left(\left(k^{2}-f^{*}(\cdot)\right) \Phi(\cdot), \Phi(\cdot)\right)=(g(\cdot) \Phi(\cdot), g(\cdot) \Phi(\cdot))
$$

We conclude that multiplication by $f$ extends to a bounded linear operator on $H$ with adjoint given by multiplication by $f^{*}$.

If $\mu>1$ we may in particular take

$$
f(\lambda)=\frac{1}{\mu-\lambda^{2}}
$$

The associated operator is bounded and self-adjoint. Its range is clearly dense. We deduce that multiplication by $\lambda^{2}$ defines an unbounded self-adjoint operator $A$ on $H$ with

$$
R(\mu, A)=\frac{1}{\mu-A}
$$

being the operator defined by the given $f$.
If $\operatorname{Re} \mu>\lambda_{0}>1$ then

$$
\left(R\left(\mu^{2}, A\right) \Phi(\cdot), \Psi(\cdot)\right)=\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{0}} \frac{1}{\mu^{2}-\lambda^{2}}\{\Phi(\lambda) \bar{\Psi}(-\bar{\lambda})+M(\lambda) \Phi(\lambda) \bar{\Psi}(\bar{\lambda})\}|d \lambda| .
$$

This integral may be evaluated by moving the lines of integration off to the right. We obtain the sum of

$$
\begin{equation*}
\frac{1}{2 \mu}\{\Phi(\mu) \bar{\Psi}(-\bar{\mu})+M(\mu) \Phi(\mu) \bar{\Psi}(\bar{\mu})\} \tag{4}
\end{equation*}
$$

and, if $\lambda_{1}$ is very large,

$$
\frac{1}{2 \pi} \int_{\operatorname{Re} \lambda=\lambda_{1}} \frac{1}{\mu^{2}-\lambda^{2}}\{\Phi(\lambda) \bar{\Psi}(-\bar{\lambda})+M(\lambda) \Phi(\lambda) \bar{\Psi}(\bar{\lambda})\}|d \lambda|
$$

The resolvent $R\left(\mu^{2}, A\right)$ is certainly analytic in the domain $\operatorname{Re} \mu>0, \mu \notin(0,1]$. We infer that the expression (4) is too. Taking

$$
\Phi(\mu)=\Psi(\mu)=e^{\mu^{2}}
$$

we can deduce that $M(\mu)$ is analytic in the same region.
We next continue the function $E(g, \lambda)$ into this region. Observe that if $f$ is a continuous function on $G$ with compact support and invariant under multiplication by elements of $K$ from the left or the right then

$$
r(f) F(g, \lambda)=\int_{G} F(g h, \lambda) f(h) d h
$$

is equal to

$$
\alpha_{f}(\lambda) F(g, \lambda)
$$

Here $\alpha_{1}(\lambda)$ is an entire function of $\lambda$ and for any given $\lambda$ we may choose $f$ so that $\alpha_{f}(\lambda) \neq 0$. We conclude immediately from the definition of $E(g, \lambda)$ that

$$
r(f) E(g, \lambda)=\alpha_{f}(\lambda) E(g, \lambda), \quad \operatorname{Re} \lambda>1
$$

If $\lambda \rightarrow E(\cdot, \lambda)$ can be analytically continued when regarded as a function with values in the space of locally integrable functions on $\Gamma \backslash G$ this relation will persist and we may infer that the continuation yields in fact a continuous function of $g$ and $\lambda$.

We now introduce two auxiliary functions. If

$$
g=\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right)\left(\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right) k, \quad \alpha>0
$$

let

$$
F^{\prime}(g, \lambda)= \begin{cases}F(g, \lambda), & \alpha \leqslant 1 \\ 0, & \alpha>1\end{cases}
$$

and let

$$
F^{\prime \prime}(g, \lambda)= \begin{cases}F(g, \lambda), & \alpha \leqslant 1 \\ -M(\lambda) F(g,-\lambda), & \alpha>1\end{cases}
$$

If $\operatorname{Re} \lambda>1$, $\operatorname{Re} \mu>1$ we may invoke an approximation argument and apply our inner product formula to the pairs

$$
\begin{array}{ll}
\phi(g)=F^{\prime}(g, \lambda), & \psi(g)=F^{\prime}(g, \mu) \\
\phi(g)=F^{\prime \prime}(g, \lambda), & \psi(g)=F^{\prime \prime}(g, \mu)
\end{array}
$$

For the first pair the Fourier transform of $\phi$ is

$$
\Phi(z)=\frac{1}{\lambda-z} .
$$

Thus if

$$
E^{\prime}(g, \lambda)=\sum_{\Gamma \cap P \backslash \Gamma} F^{\prime}(g, \lambda)
$$

then

$$
\left(E^{\prime}(\cdot, \lambda), E^{\prime}(\cdot, \mu)\right)
$$

is equal to

$$
\frac{1}{2 \pi i} \int_{\operatorname{Re} z=\lambda_{0}} \frac{1}{(\lambda-z)(\bar{\mu}+z)}+\frac{M(z)}{(\lambda-z)(\bar{\mu}-z)} d z
$$

We evaluate the integral by moving the vertical line of integration off to the right. The result is

$$
\frac{1}{\lambda+\bar{\mu}}+\frac{M(\lambda)}{\bar{\mu}-\lambda}+\frac{M(\bar{\mu})}{\lambda-\bar{\mu}}=\omega(\lambda, \bar{\mu})
$$

In general

$$
\begin{equation*}
\left(\frac{\partial^{n}}{\partial \lambda^{n}} E^{\prime}(\cdot, \lambda), \frac{\partial^{n}}{\partial \mu^{n}} E^{\prime}(\cdot, \mu)\right)=\frac{\partial^{2 n}}{\partial \lambda^{n} \partial \bar{\mu}^{n}} \omega(\lambda, \bar{\mu}) \tag{5}
\end{equation*}
$$

Thus if $\lambda_{1}$ is any point with $\operatorname{Re} \lambda_{1}>1$,

$$
\sum_{n=0}^{\infty} \frac{1}{n!}\left|\lambda-\lambda_{1}\right|^{n}\left\|\frac{\partial^{n}}{\partial \lambda^{n}} E^{\prime}(\cdot, \lambda)\right\|
$$

converges in the largest circle about $\lambda_{1}$ which does not meet the real or imaginary axis. Since the formula (5) persists in any region in $\operatorname{Re} \lambda>0, \operatorname{Re} \mu>0, \lambda, \mu \notin(0,1]$ to which the functions in it can be analytically continued we deduce by iteration that

$$
\lambda \rightarrow E^{\prime}(\cdot, \lambda)
$$

may be analytically continued as a function with values in $L^{2}(\Gamma \backslash G)$ to the region $\operatorname{Re} \lambda>0$, $\lambda \notin(0,1]$. Since

$$
\sum_{\Gamma \cap P \backslash \Gamma}\left(F(\gamma g, \lambda)-F^{\prime}(\gamma g, \lambda)\right)
$$

is clearly an analytic function of $\lambda, E(g, \lambda)$ can itself be continued to this region.
For the second pair the Fourier transform of $\phi$ is

$$
\Phi(z)=\frac{1}{\lambda-z}-\frac{M(\lambda)}{\lambda+z}
$$

The integrand occurring in the formula for

$$
\left(E^{\prime \prime}(\cdot, \lambda), E^{\prime \prime}(\cdot, \mu)\right)
$$

where

$$
E^{\prime \prime}(g, \lambda)=\sum_{\Gamma \cap P \backslash \Gamma} F^{\prime \prime}(g, \lambda),
$$

will now be the sum of eight terms. They can each be easily evaluated by moving the line of integration to the left or right. Carrying out the evaluation and summing one obtains

$$
\begin{equation*}
\frac{1}{\lambda+\bar{\mu}}\{1-M(\lambda) \overline{M(\mu)}\}=\frac{1}{\lambda-\bar{\mu}}\{M(\lambda)-\overline{M(\mu)}\} . \tag{6}
\end{equation*}
$$

The formula just obtained remains valid for $\operatorname{Re} \lambda>0, \operatorname{Re} \mu>0, \lambda, \mu \notin(0,1]$. Since (6) is positive when $\lambda=\mu$ we infer that $M(\lambda)$ is bounded in the neighbourhood of any point different from 0 on the imaginary axis. By this we mean that it is bounded in the intersection of a small disc about that point with the region in which $M(\lambda)$ has so far been defined. We shall deduce that $\left\|E^{\prime \prime}(\cdot, \lambda)\right\|$ is also bounded in such a neighbourhood.

Assuming this for the moment we return to (6) once agin and conclude that

$$
|M(\lambda)| \rightarrow 1
$$

as $\lambda \rightarrow i \tau$, a point on the imaginary axis different from 0 . Of course we are constrained to approach it from the right-hand side. Since

$$
\overline{M(\lambda)}=M(\lambda)
$$

we also have

$$
\lim _{\sigma \downarrow 0} M^{-1}(\sigma-i \tau)-M(\sigma+i \tau)=0
$$

We define

$$
\begin{equation*}
M(\lambda)=M^{-1}(-\lambda) \tag{7}
\end{equation*}
$$

for $\operatorname{Re} \lambda<0, \lambda \in[-1,0)$ and infer from the reflection principle that $M(\lambda)$ can then be extended across the imaginary axis as well. It is defined and meromorphic outside the interval $[-1,1]$ and satisfies the functional equation (7).

To complete the proof of the analytic continuation and the functional equation we need a lemma. Suppose $\lambda_{1}, \lambda_{2}, \ldots$ is a sequence of points and $\lambda_{k} \rightarrow \lambda$. Suppose in addition that for each $\lambda_{k}$ we are given a continuous function $E_{k}(g)$ on $\Gamma \backslash G$ with the following properties.
(i) There is a constant $a$ and constants $c_{k}>0$ such that

$$
\left|E_{k}(g)\right| \leqslant c_{k} \alpha(g)^{a}
$$

for $\alpha(g) \geqslant \varepsilon>0$. Here $\varepsilon$ is fixed.
(ii) $E_{k}(g)$ is orthogonal to all rapidly decreasing cusp forms.
(iii) If $f$ is a continuous, compactly supported function in $G$ bi-invariant under $K$ then

$$
r(f) E_{k}(g)=\alpha_{f}\left(\lambda_{k}\right) E_{k}(g)
$$

(iv)

$$
\int_{\Gamma \cap N \backslash N} E_{k}(n g) d n=A_{k} F\left(g, \lambda_{k}\right)+B_{k} F\left(g,-\lambda_{k}\right)
$$

with $A_{k}, B_{k}$ in C.
Then if the sequences $\left\{A_{k}\right\},\left\{B_{k}\right\}$ are bounded, the inequalities of (i) are valid with a bounded sequence $c_{k}$. Moreover, if the sequences $\left\{A_{k}\right\},\left\{B_{k}\right\}$ converge then the sequence $\left\{E_{k}(g)\right\}$ converges uniformly on compact sets.

In order to prove the lemma we have to look at

$$
r(f) \varphi(g)=\int_{G} \varphi(h) f\left(g^{-1} h\right) d h
$$

more carefully. Let

$$
\varphi_{2}(g)=\int_{\Gamma \cap N \backslash N} \varphi(n g) d n
$$

and define $\varphi_{1}(g)$ by

$$
\varphi(g)=\varphi_{1}(g)+\varphi_{2}(g) .
$$

The expression for $r(f) \varphi(g)$ breaks up then into the sum of two similar expressions, and we want to consider the first

$$
\int_{G} \varphi_{1}(h) f\left(g^{-1} h\right) d h
$$

We write it as

$$
\int_{\Gamma \cap N \backslash G} \varphi_{1}(h) \sum_{\delta \in \Gamma \cap N} f\left(g^{-1} \delta h\right) d h .
$$

The qualitative behaviour of the kernel

$$
\begin{equation*}
\sum_{\delta \in \Gamma \cap N} f\left(g^{-1} \delta h\right) \tag{8}
\end{equation*}
$$

for

$$
g=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right) k, \quad|x| \leqslant b, \alpha>\varepsilon>0
$$

is easy enough to discover. Let

$$
h=\left(\begin{array}{ll}
1 & y \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\beta & 0 \\
0 & \beta^{-1}
\end{array}\right) k
$$

We assume, for it is simply a matter of the proper choice of coordinates in the space defining $\mathrm{SL}(2, \mathbf{R})$, that

$$
\Gamma \cap N=\left\{\left.\left(\begin{array}{ll}
1 & k \\
0 & 1
\end{array}\right) \right\rvert\, k \in Z\right\}
$$

We may take $b=1$ and assume that $|y| \leqslant b$. It is clear that there is a $\delta>0$ such that each term of the sum (8) is 0 unless

$$
\begin{equation*}
\delta \leqslant \frac{\alpha}{\beta} \leqslant \frac{1}{\delta} \tag{9}
\end{equation*}
$$

However when this is so the sum becomes, at least if $f$ is bi-invariant under $K$,

$$
\sum f\left(\left(\begin{array}{cc}
\alpha^{-1} \beta & 0 \\
0 & \alpha \beta^{-1}
\end{array}\right)\left(\begin{array}{cc}
1 & \beta^{-2}(k+y-x) \\
0 & 1
\end{array}\right)\right)
$$

Replacing the sum by an integral, we see that (8) is equal to

$$
\int_{N} f\left(g^{-1} n h\right) d n+R(g, h)
$$

where $R(g, h)$ is 0 unless (9) is satisfied, and then it goes to zero faster than any power of $\alpha$ is $\alpha \rightarrow \infty$.

The integral

$$
\int_{G} \varphi_{1}(h) f\left(g^{-1} h\right) d h
$$

is equal to

$$
\int_{\Gamma \cap N \backslash G} \varphi_{1}(h) R(g, h) d h .
$$

If

$$
|\varphi(h)| \leqslant c \alpha(h)^{a}
$$

for $\beta(h) \geqslant \varepsilon^{\prime}>0$, with $\varepsilon^{\prime}$ sufficiently small, this integral is smaller in absolute value than

$$
c d(r) \alpha(g)^{a-r}
$$

for any real $r$. Here $d(r)$ and $\varepsilon^{\prime}$ depend on $f$, but there is an obvious uniformity.
We return to the proof of the lemma. Choose an $f$ with $\alpha_{f}(\lambda) \neq 0$. We may as well suppose that $\alpha_{f}\left(\lambda_{k}\right) \neq 0$ for all $k$. If

$$
f_{k}=\frac{1}{\alpha_{f}\left(\lambda_{k}\right)} f
$$

then

$$
\begin{equation*}
f_{k} r\left(f_{k}\right) E_{k}(g)=f E_{k}(g) \tag{10}
\end{equation*}
$$

The inequality (i) implies a similar inequality

$$
\left|E_{k}(g)\right| \leqslant c^{\prime} c_{k} \alpha(g)^{a}
$$

for $\alpha(g) \geqslant \varepsilon^{\prime}$. Here $c^{\prime}$ is a constant depending on $\Gamma, \varepsilon, \varepsilon^{\prime}$, and $a$. Applying the discussion of the previous paragraph to $f_{k}$ and $\varphi(g)=E_{k}(g)$, we see that

$$
\begin{equation*}
E_{k}(g)=A_{k} F\left(g, \lambda_{k}\right)+B_{k} F\left(g,-\lambda_{k}\right)+R_{k}(g) \tag{11}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|R_{k}(g)\right| \leqslant d c_{k} \alpha(g)^{a^{\prime}} \tag{12}
\end{equation*}
$$

Here $a^{\prime}$ is a real number with

$$
\begin{equation*}
a^{\prime}<-\inf \left|\operatorname{Re} \lambda_{k}\right|, \quad a^{\prime}<a, \tag{13}
\end{equation*}
$$

and $d$ depends on $a^{\prime}$.
We choose $c_{k}$ to be as small as possible and yet still satisfy (i). If the sequence is not bounded we pass to a subsequence and suppose $c_{k} \uparrow \infty$. Then for some $g$ with $\alpha(g) \geqslant \varepsilon$

$$
\begin{equation*}
\left|E_{k}(g)\right| \geqslant \frac{c_{k}}{2} \alpha(g)^{a} . \tag{14}
\end{equation*}
$$

It follows from (11), (12), and (13) that there is an $R$ such that for all $k$ any $g$ satisfying (14) also satisfies

$$
\begin{equation*}
\alpha(g) \leqslant R \tag{15}
\end{equation*}
$$

From (10) and Ascoli's lemma we can pass to a subsequence and suppose that $\left\{\frac{1}{c_{k}} E_{k}(g)\right\}$ converges uniformly on compact sets to a function $E(g)$. By 15$)$ this function will not be identically zero. On the other hand

$$
\int_{\Gamma \cap N \backslash N} E(n g) d n \equiv 0
$$

and $E(g)$ is orthogonal to all rapidly decreasing cusp forms. This is a contradiction.
Once we know that the $c_{k}$ can be taken to be bounded, we can apply (10) and Ascoli's lemma to find convergent subsequences of $\left\{E_{k}(g)\right\}$. If two subsequences converged to different limits then the difference of the limits would again be cusp forms and yet orthogonal to cusp forms. This contradiction yields the second assertion of the lemma.

It also follows from the above proof that

$$
E_{k}(g)-A_{k} F\left(g, \lambda_{k}\right)-B_{k} F\left(g,-\lambda_{k}\right)
$$

is uniformly rapidly decreasing as $\alpha(g) \rightarrow \infty$ and in particular is uniformly square integrable. If $E_{k}(g)=E\left(g, \lambda_{k}\right)$ is an Eisenstein series then for $\alpha(g)$ sufficiently large this difference is just $E^{\prime}\left(g, \lambda_{k}\right)$. The boundedness of $\left\|E^{\prime}(\cdot, \lambda)\right\|$ in a neighbourhood of a point on the imaginary axis which we asserted above is therefore clear.

We define $E(g, \lambda)$ in the domain $\operatorname{Re} \lambda<0, \lambda \notin[-1,0)$ by

$$
E(g, \lambda)=M(\lambda) E(g,-\lambda) .
$$

Then

$$
\int_{\Gamma \cap N \backslash N} E(n g, \lambda)=F(g, \lambda)+M(\lambda) F(g,-\lambda)
$$

and the discussion above allows us to extend by the reflection principle across the imaginary axis.

It remains to treat the interval $[-1,1]$. Here it is simplest to depart from the methods of the text and to employ instead the Maass-Selberg relations. To verify these it is best to regard a function on $G \backslash K$ as a function of

$$
z=x+i y
$$

in the upper half-plane. Here

$$
g i=z
$$

and if

$$
g=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\alpha & 0 \\
0 & \alpha^{-1}
\end{array}\right) k
$$

then

$$
g i=x+i \alpha^{2} .
$$

If $E(g)$ is a function on $\Gamma \backslash G$ let

$$
F(g)=\int_{\Gamma \cap N \backslash N} E(n g) d n
$$

If

$$
r(f) E=\alpha_{f}(\lambda) E
$$

for compactly supported, bi-invariant $f$ then

$$
r(f) F=\alpha_{f}(\lambda) F
$$

for all such $f$. Moreover if $\Delta$ is the operator

$$
y^{2}\left\{\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right\}
$$

then

$$
\Delta E=\frac{\lambda^{2}-1}{4} E
$$

and

$$
\Delta F=\frac{\lambda^{2}-1}{4} F
$$

Thus if $\lambda \neq 0$

$$
F(g)=A F(g, \lambda)+B F(g,-\lambda)=A y^{\frac{\lambda+1}{2}}+B y^{\frac{-\lambda+1}{2}}
$$

while if $\lambda=0$

$$
F(g)=A y^{1 / 2}+B y^{1 / 2} \ln y
$$

The proof of the lemma shows that if $E(g)$ does not grow too rapidly as $\alpha(g) \rightarrow \infty$ then

$$
E(g) \sim F(g)
$$

Suppose we have two such function $E$ and $E^{\prime}$ corresponding to the same $\lambda$. Remove from the upper half-plane the region $y>R$, for a sufficiently large $R$, as well as the transforms under $\Gamma$ of all such points. Division by $\Gamma$ then yields a manifold $M$ which may be thought of as a closed manifold with a cylindrical tube protruding from it. The boundary is a circle, the image of $y=R$. If we integrate with respect to the invariant area,

$$
0=\int_{M} \Delta E \cdot E^{\prime}-E \cdot \Delta E^{\prime}
$$

Integrating by parts we see easily that the right side is asymptotic as $y \rightarrow \infty$ to

$$
\begin{aligned}
\lambda\left(A B^{\prime}-B A^{\prime}\right) & \lambda \neq 0 \\
B A^{\prime}-A B^{\prime} & \lambda=0
\end{aligned}
$$

These are the Maass-Selberg relations. We conclude in particular that if $E$ and $E^{\prime}$ are both orthogonal to cusp forms then they are proportional.

Now choose any point $\lambda_{0} \neq 0$ in the interval $[-1,1]$. Choose a nonsingular matrix

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

so that if $E_{0}(g)$ is a function as above corresponding to $\lambda_{0}$ and orthogonal to cusp forms then

$$
\begin{equation*}
a A_{0}+b B_{0}=0 \tag{16}
\end{equation*}
$$

If $E(g)$ corresponds to $\lambda$ and is also orthogonal to cusp forms then for $\lambda$ close to $\lambda_{0}$

$$
c A+d B
$$

must dominate

$$
a A+d B
$$

Otherwise we could choose a sequence $\lambda_{k} \rightarrow \lambda_{0}$ and a sequence $E_{k}(g)$ with

$$
c A_{k}+d B_{k} \rightarrow 0, \quad a A_{k}+b B_{k} \rightarrow 1
$$

Our lemma would then show that $E_{k} \rightarrow E_{0}$, for some $E_{0}$, contradicting (16).
To show that $M(\lambda)$ is meromorphic near $\lambda_{0}$ we have only to show that

$$
\frac{a+b M(\lambda)}{c+d M(\lambda)}
$$

is continuous. We have just observed that it is bounded. If it were not continuous at $\lambda$, or rather, since it is only defined in a dense set, if it cannot be extended to be continuous, we could choose two sequences $\left\{\lambda_{k}^{\prime}\right\},\left\{\lambda_{k}^{\prime \prime}\right\}$ both approaching $\lambda$ but with

$$
\lim \frac{a+b M\left(\lambda_{k}^{\prime}\right)}{c+d M\left(\lambda_{k}^{\prime}\right)} \neq \lim \frac{a+b M\left(\lambda_{k}^{\prime \prime}\right)}{c+d M\left(\lambda_{k}^{\prime \prime}\right)} .
$$

The lemma would give two functions $E^{\prime}(g)$ and $E^{\prime \prime}(g)$ whose difference $E(g)$ would have

$$
F(g)=A F(g, \lambda)+B F(g,-\lambda)
$$

with

$$
\begin{aligned}
& a A+b B \neq 0 \\
& c A+d B=0
\end{aligned}
$$

This is a contradiction.
To show that $M(\lambda)$ is meromorphic at $\lambda_{0}=0$ we use for $\lambda$ near 0 the representation

$$
F(g)=A \alpha(g) \cosh \lambda \alpha(g)+B \alpha(g) \frac{\sinh \lambda \alpha(g)}{\lambda}
$$

and a simple variant of the basic lemma. Otherwise the argument is the same.
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