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C o n s e r v a t i o n  L a w s  *~ P a r t  I I  ** 

R. BRYANT, P. GRIFFITHS AND L. HSU 

Part II Introduction 

In Part  I of this paper we have introduced the concept of a hyperbolic exterior dif- 
ferential system of class s. For s = 0 these are essentially a geometric formulation 
of a first order quasi-linear hyperbolic PDE system in two independent and two 
dependent variables, with the group of contact transformations providing the allow- 
able changes of variables. We then studied several geometric and analytic aspects 
of hyperbolic exterior differential systems of class s = 0. Recall that such a system 
is given by the data consisting of a 4-manifold together with a pair of transverse 
2-plane fields. The properties studied included the characteristic variety and initial 
value problem and systems which are integrable by the method of Darboux. We 
refer to the introduction of the paper for a more detailed definition and statement 
of results, together with illustrative examples. 

Finally-, we analyzed the geometry of hyperbolic systems of class s = 0. Recall 
that a geometry means a G-structure together with a distinguished class of pseudo- 
connections (frequently, the pseudo connection is unique). In the second part  of 
the paper we shall use the geometry as a basis for studydng the conversation taws 
of hyperbolic of class s = 0. The main point is to determine restrictions on the 
intrinsic invariants (curvatures) associated to the geometry which are equivalent 
to the condition that the system has a conservation law. Again we refer to the 
introduction to Par t  I for further explanations and illustrations of the results given 
below. 
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§2. Conservation Laws for Hyperbolic Systems of Class s = 0 

2.1 General form of the conservation laws for hyperbolic systems of class s = 0. 
2.1.1 Conservation taws. In the standard literature on evolution equations, a con- 
servation law for a given evolution equation is a function on the configuration space 
of the problem which is constant under the specified evolution of states. 

For example, when the configuration space is a (finite dimensional) manifold M 
and the evolution equation is represented by a vector field X on M, a conservation 
law" for X is simply a function f C C~(M) which is constant on the flow lines of X,  
i.e., which satisfies X f  = 0. Of course, one wants to ignore "trivial" conservation 
laws, i.e., functions f which are locally constant, so one might represent the space 
of conservation taws in this case as a quotient 

C(X, M) = { f E C ~ M )  I dr(X) = 0 } 

If  the dimension of M is n and one can find n - 1  independent conservation laws, say, 
fl, ..., fn-1 with independent differentials, then the integral curve of X through a 
given point x0 E M can be described implicitly by the n - 1  equations 

Thus, knowing "enough" independent conservation laws tbr X describes the integral 
curves of X completely. 

In exterior differential systems, this notion of conservation law generalizes nat- 
urally. Given an exterior differential system 27 on a manifold M,  we are interested 
in studying the (p+l)-dimensional  integral manifolds of 27 which contain a given 
"initial" p-dimensional integral manifold 7 : L -+ M. A "conservation law" of de- 
gree p should then be a functional on the space of (compact) p-dimensional integral 
manifolds 3' : L -+ M which gives the same value for any two integral manifolds 
70, 71 : L --+ M that bound a (p+l)-dimensional  integral manifold P : L x [0, 1] -+ M 
of 2:. 

Now, one source of functionats on the space of compact,  oriented p-dimensional 
integral manifolds is the space ftP(M) of p-forms on M. For any ¢ E f~P(M) and 
any immersion "/: L --+ M with L compact,  we can define the functional 

By Stokes' Theorem, we have 

r * ( d ¢ ) .  
- F (7o) = ×t0,1] 
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Thus, in particular, if P*(d¢) = 0 for all integral manifolds P : L x [0, 1] -+ M of 
27, then F ,  will be a conservation law in our intended sense. Of course, this will 
necessarily be true if de  lies in f .  On the other hand, if ¢ itself lies in 2;, then the 
functional F¢ will be identically zero. Moreover, if ¢ _-- d~b m o d Z  for some (p-1)-  
form ~, then the functional F¢ will, by Stokes' Theorem, take the same value on 
any two integral manifolds 7o, ?'1 : L --+ M of 27 which are homologous, whether the 
homology is via an integral manifold of 27 or not. Clearly, we will want to regard 
such functionals as trivial conservation laws. (Compare this with the case of the 
trivial conservation laws as described above for vector fields.) This discussion leads 
us to make a definition of the form 

C~(M,27) = { ¢ C aP(M) ld¢ E Z p+I } 
{d¢I¢ e a~-~(M)} +Z," 

In other words, C g (M, 27) is the cohomology of the quotient complex ( ft* (M, 27), d) 
where ~)*(M,27) = f t * (M) /Z  and d = dmodZ.  (The subscript "0" is meant to warn 
the reader that this is our starting point for the definition of conservation laws. The 
real definition will be given below.) 

While this definition of conservation laws properly generalizes the notion of 
conservation laws for ordinary differential equations, i.e., the case discussed above 
of a vector field X on a manifold M, it has serious shortcomings as a definition for 
partial differential equations. To see why, consider the exterior differential system 
associated to the classical wave equation 

U x x  - -  U y y  ~-  O. 

As a Monge-Amp~re system, this is usually set up as an exterior differential system 
on M = N5 with coordinates (x, y , u , p ,  q), an ideal Z generated by 0 = du - p d x  - 
q dy and the 2-form 

T --- dpAdy + dqAdx. 

The 1-form 
_ 1(p2 + q~) dx + pq ey 

satisfies d~o : - p  dO + q T E Z, and hence is closed on all integral surfaces of Z. It 
corresponds to the classical law of conservation of energy for the wave equation: 

E(u) : / ~  ~(~ +~)~x. 
.JR 

However, other expressions which are also known to be conserved, for example 

E(,~x) : I t ~ 2 (u~  + ~,~) dx, 
Ja 
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cannot be represented by an element of C~ (Z, M).  This is because the manifold M 
has no coordinates which represent the second derivatives of u. 

To get around this problem, we pass to the first prolongation. Now, as dis- 
cussed in Section 1.3, the underlying manifold M0)  on which the first prolongation 
is defined is a I? 1 U 171 bundle over M. However, the dense open subset W C M (~) 
consisting of those integral elements on which dxAdy  is non-vanishing is more easily 
parametrized: W is simply M x ]R 2 = ]R 7 with coordinates (x,  y, u , p ,  q, r, s) and the 
prolonged ideal Z 0) is generated in W by three 1-forms 

Oo = du - p dx  - q dy,  

01 = dp - r dx  - s dy, 

02 = dq - s dx  - r dy.  

On W, the conservation law E(ux) is then represented by the 1-form 

t = _  i 2 5 ( r  + s  2) d x + r s d y ,  

which satisfies d~'  = - r  dO1 - 8 dO2 E Z .  

This example points up two problems which must be addressed. First, while 
this construction captures E ( u x ) ,  it clearly cannot capture E ( u ~ ) ,  which is also 
a conservation law. In order to capture all of what are classically known as the 
"local" conservation laws, one must pass to the infinite prolongation (M (~), Z(~)) .  

Second, it can be verified that the class [~'] E Co ~ ( W , Z  (~)) is not the restriction of a 

class in Co* (M (1) , Z(1)). This latter problem is not serious if one is only interested in 
the integral manifolds of Z which represent classical solutions of the wave equation 
since the lift of such an integral manifold clearly lies in W anyway. However, it does 
point out that one must be careful about domains of definition when one discusses 
conservation laws for exterior differential systems. 

With these preliminary cautions, we are now ready to define the main object 
of study for the rest of the paper. Let (M, Z) be an exterior differential system and 

let (M (~),Z (k)) be its sequence of prolongations (for integral manifolds of dimen- 
sion n). We will assume, as usual, that these are all smooth manifolds and that each 
of the natural maps M (k+l) -+ M (k) is a smooth, surjective submersion. Also, as 
usual, we will let M (¢¢) denote the inverse limit of this tower of submersions 

M = M (°) < M (1) < M (2)-.. +--- M (k) < . . .  < M (~), 

and regard it as a sort of infinite dimensional manifold, whose smooth forms are 
defined as the direct limit of the inclusions 

a*(M) a*(M(2))... 

k ] 
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Frequently, it will be necessary to consider forms and other objects defined on "open 
subsets" W (~) C M (~), where, by definition, aaa open subset of M (~) is a sequence 
of open subsets W (k) C M (k) with the property that the restrictions of the natural 
submersions M (k+l) --+ M (k) to tile various W (k+l) define a sequence of surjective 
submersions W (k+l) --+ W (k) . To save on notation, we will generally just use Z (~) 
to denote the differential ideal generated on W (~) by the restriction of the forms 
in Z (~) . 

The characteristic cohomology of 27 on W (°~) is the cohomology 

of the quotient complex 

where d -- d m o d Z  (~). 

In [BG~] it was proved that, when Z is involutive for integral manifolds of 
dimension n, the characteristic cohomology satisfies a local vanishing result 

H q ( W ( ~ ) , Z )  = 0 ,  0 < q < , , - l .  

Here, l is an easily computed integer measuring what might be called the degree of 
"over-determination" of Z and should be thought of intuitively as the codimension 
in an integral n-manifold of the appropriate "initial condition" submanifolds. (In 
most applications, l = 1.) Thus, in the absence of topological complications, the first 
(potentially) non-vanishing group is/~n-¢ (W(OC),Z), and it is generally defined to 

be the space C (W (~), Z) of conservation laws of the exterior differential system Z. is 

In cases where the exterior differential system Z arises from a determined PDE 
system, it is known that this definition (with an appropriate choice of W (~)) recap- 
tures the usual notion of the local conservation laws of the system. An important 
consequence of this fact and the above definition is that the local conservation laws 
of a PDE system form a group which is nearly invariant under contact transfor- 
mations, the only dependence coming from the choice of independence conditions 
imposed by a choice of independent variables. 

Another consequence of the definition is that C (W (°°) , Z), being the first non- 
vanishing group and therefore occupying a special place in the spectral sequence of 
the filtered complex FPQ * (W (~)), is given canonically as the kernel of a certain 
linear differential operator 

D :  E 1 ( W  (°°)) --} ~2 (W(C~z)), 

is) Although we will not use any of the attendant machinery or ideas, it would be remiss of us 
not to point out that what is actually going on is that the quotient complex (~*, d) is a sheaf 
of differential complexes and that our cohomology theory is actually a sheaf cohomology. 
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where £i (W (~)) is the space of sections of a certain vector bundle Ei over W (~) 
defined in terms of the crude structure equations of the exterior differential system. 

In fact, what happens is this: When W (~¢) has trivial topology, the short exact 
sequence of complexes 

gives rise to an isomorphism 

which sends the class [¢] C [In- l (W(~) ,Z)  to the class [de] E H n - l + l ( W  (~), 

Z(~)) .  Now the vanishing theorem described above actually allows us to find a sub- 

bundle E1C ( / (~ ) )n - l+ l  with the properties that, first, £1 (W(~))Nd((I(~))~-l)  = 
0 and, second, there is a containment 

It then follows directly that 

In specific examples, this gives a method of avoiding the traditional problem of 
factoring out trivial conservation laws, yielding a canonical representative (albeit a 
differential form of degree n - l + 1 )  for each conservation law of degree n- l .  19 

Thus, this approach suggests a systematic approach to computing the space of 
conservation laws, beginning with a normal form which depends only on the symbol 
of the system. The first step in this computation is to determine this normal form 
for conservation laws, i.e., the bundle El ,  and that is what we shall turn to now in 
the case of hyperbolic systems of class s = 0. 

2.1.2 A normal form for conservation laws. Let (M, Z) be a hyperbolic exterior 
differential system of class s ---- 0 which is non-degenerate in the sense of Section 1.5. 
Let (M (c~) , Z (~)) be the infinite prolongation of (M, Z). Our calculations will take 
place in the domain U C M of a 1-adapted cofraraing U = (?~1,~]2 ~3 ?~4). For 
simplicity, we shall assume that U is connected and that its deRham cohomology 
vanishes in positive degrees. Let us fix such a coframing ~ and let U (k) C M (k) 

19) In this paper, we will refer to this canonical representative (n-/÷l)-form as the differentiated 
fo~n~ of the conservation law that it represents and refer to a representing (n-/)-form as 
the undifferentiated form of the conservation taw. 
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denote the (open) subset of integral elements of Z (k-z) on which ft = ?]1A?]3 iS non- 
zero and whose projection to M lies in U. 2° Recall that the assumption that the 
coframing r] be 1-adapted implies 

d@ _-- 0 mod@, ~ 2, @3 =_ 0 mod ~/3, U 4, 

d~ 2 ~ T]aAT] 4 m o d @ , u  2, d~ 4 - @AU 2 m o d u 3 , @ .  

Recall now that, in Section 1.3, we showed that there exist (unique) functions h20 
and h02 on U (I) so that the ideal Z (I) on U (I) was generated by {~2 _ h20 r] I, r] 4 - 

h02 ~3 }. Conforming to the notation established in that section, let us set 

Wl0 = U 1, 010 = r l  2 - -  h20 @, wOl = ~ 3  001 _-- ~4 _ h02 U 3. 

Of course, this immediately gives equations of the form 

dwzo - 0  mod{wlo, 01o} 

dwol -- 0 mod{CZOl, Ooz}. 
(la) 

Moreover, there clearly exist 1-forms 71"20 and 7r02 satisfying 

7r20 --= dh20 ] 
7r02 ~ dh02 ~ mOdWlo, 010, win, 001 

so that 
dOio ~ -Tr2oAW~o +wm A0m mod 01o 

dora =-- -Tco2Awm + WzoA01o mod0oz. 

Note that these equations determine 7C2o uniquely modulo {wlo, 010 } and 7ro2 unique- 
ly modulo {win, 0o1 }. Let us fix choices for these two l-forms. Now, again by the 
argmnent in Section 1.3, we know that there exist unique functions h3o and h03 
on U (2) so that Z (2) on U (2) is generated by {010,001,020,002} where 

020 =~20--h30~.d10~ 002 ~---W02-- ho3U301 • 

Moreover, there are structure equations of the form 

dO20 =- -Tr30AwlO d- T20 wOlA001 mod{010,020} 

dO02 - -Zro3Aw01 -4- To2 WloA001 mod{0m, 002} 

20) In most applications, one can find a 1-adapted coframing ~? whose domain is all of M anyway. 
Then U (k) is actually open and dense in M(k), consisting exactly of the integral elements 
tangent to integral manifolds which satisfy the "natural" independence condition f2 5L 0. 
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for some 1-forms rr3o and rrao, congruent to dhao and dhoa, respectively, modulo 
terms semi-basic for U (1) . Using 02o-  T2o 01o and 0o2-To2 0o2, respectively, instead 
of our original 02o and 002, we can arrange, as we shall, that T2o = To2 = 0. 

Continuing on in this way, we can show that, for every k > 1, there exist 
functions hk+l,O and ho,k+l defined on U (k) which restrict to each fiber of U (k) --+ 
U (k-l) to give a coordinate system and 1-forms Oko and 0ok well-defined on U (k) 
with the following properties: 

First, the ideal Z (k) on U (k) is generated by the 1-forms {01o, . . . ,  0ko, 0o l , . . . ,  
00k }; second, the following structure equations hold 

dOko ~-- --0k+l,0A(210 ~- Tko Cd01A001 mod{01o,..., 0ko} 

dOok =-- -Oo,k + l aWol + Tok WloA01o mod{0ol,..., Ook } 
(lb) 

with T~o = To1 = 1 and Tko = Tok = 0 for k > 1; and, third, for all k > 1, 

0~o ---- dhko ~ mod terms semi-basic to U (k-l) 

J 
m 

Ook - dhok 

Note that any 1-form well-defined on U (k) is a linear combination of the forms 

{0210, 010, • • • , 0k-~l,0, ~01,001, - - " , 00,k~-l} 

as these are a basis for the 1-forms semi-basic to U (k). 

In this section, we shall use these equations to deduce general properties about 
the space G(U(~) ,Z) ,  which we will hencefbrth denote simply by C when there is 
no danger of confusion. We begin with the following 

PROPOSITION: 

of the form 

where  

The space C is isomorphic to the space of closed 2-forms on U (°°) 

= AlowloA01o + Aol ~olA0ol + Blo + C + Bos (2) 

i<j i,j i<j 

Proof: The proof is similar to ...... but much simpler than - -  the analogous Proposition 
in [BG2]. The relevant Spencer-type complex is 

A*[&10,030, 02o,...,COol, 001,002,...] 
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with boundary operators 

(~10  = (~(2J01 = 0, (~0k,0 = - -0k+ l ,0A~10  , (~00,k = --00,k÷lA(£01 • 

A simple computation shows that H 2 of this complex has dimension 2 with basis 

~10 = WloA010, ~ol = C~olA001. 

Now, from the general theory, C =/~rl is isomorphic to 

kerdl  :E~ '~ --+ E 2'1 

where (E p,q, dr) is the spectral sequence of the filtered complex FPft * (M (~)). More- 
over, again from the general theory •1,0 ~1,1 ~1 = 0 and ~1 is itself the abutment of the 
weight spectral sequence/)) 'q whose/ ) l - te rm is given by" sections of a vector bundle 
whose fibers are cohomology groups of the above complex. Unwinding the definitions 
leads to (2). [] 

Note that, regarding the general description of normal forms we gave earlier, 
the above proposition serves to identify the vector bundle E1 over U (~) as 

= r • A 

where I C A2(T*U) is the rank 2 subbundle whose sections are the 2-forms in Z and 
I (~) C T*U (~) is the subbundle (of infinite rank) whose sections generate Z (~). 
Thus the above proposition is just the statement that C consists of the closed 2-forms 
in gi (U (°°)). 

We shall refer to the expression (2) as the normal form for a conservation 
law, Recalling that C was originally defined as a cohomology group (and hence as a 
quotient space), the import of the above proposition is that each cohomology class 
has a unique representative 2-form in the above normal form. In fact, without any 
danger of confusion, we may clearly identify C with the space of closed 2-forms in 
normal tbrm and we shall do this from now on. We shall write • E C as 

if2 = AIOWlOA010 + Aol W01A001 ~- B10 -~- C @ Bm 

and shall refer to the sum 
Q --= B10 + C + Bm 

as the quadratic ter'ms in ~5 (quadratic refers to quadratic in the ideal Z (~)). It is 
not difficult to see that the condition 

dg9 = 0 

implies, first of all, that the coefficients ±9~ j ,  C ij, B;{ are expressible as certain lin- 
ear differential expressions in A10 and A01 and, secondly, that d~ = 0 then becomes 
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a linear system of equations on A~0 and A01. This is, in fact, an overdetermined 
linear PDE system, and our goal is to relate the analysis of this system to the 
invariants of the hyperbolic system Z. 

In order to begin to carry out this program, we shall show that the quadratic 
terms of a closed 2-form in the normal form (2) satisfy further restrictions in form. 
To explain these restrictions, we need to define a certain filtration on the group C. 

DEFINITION: A conservation law • E C has level k if its normal representative is 
well-defined as a 2-form on U (/~) . WTe denote by Ck the vector space of conservation 

laws of level k. 

Since a 2-form • in normal form must be closed to represent a conservation law, 

we see that Ck consists of the 2-forms (b E C which are quadratic expressions in 

~10, 010,---,0k+l,0; ~101, 0(}l,-.-,00,k÷l. 

It is clear that C~ C_ Ck÷l and that 

U Ck =C. 
k>O 

A somewhat subtle point is that a conservation law • may have level exactly equal 
to k and yet have another representative 2-form - -  albeit not in normal form - -  
which is defined on U (t) for some l ~ k. 21 We shall return to this point later on. 

Here we want to indicate the proofs of three basic facts: 

FACT 1: We have 

C2k : 62k--1, k ~ 1. (3) 

That  is, when we increase the level we can add new conservation laws in normal 
form only at odd levels. 

21) For example, a hyperbolic system of class s = 0 may become Darboux  integrable exactly 
at level k for k = 0, 1, 2, . . . .  A~ this point the system gets (at least) "two functions of two 
variables worth" of new conservation laws. But  these new conservation laws will not in 
general be in normal form, and we may have to pass  to a higher level to achieve this. On 
the other hand, if we pick up  two functions of two variables worth  of new conservation laws 
in algebraic normal form at some level 2k + 1, then the system is Darboux  integrable at this 
level, and perhaps even at a lower one. 
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FACT 2: I f  • E C2k-1 then the quadratic terms have the form 

) Bl° : Bklo I E (-1)jO2k-j,OAOj+l,0 + E 
- 

C = 0  

. ) B°I=BkllE (-l)300,2k-j/\OO,j+l E 

B~Jo Oio~Ojo 

+ B/,~ Oo~AOoj. 

(4) 

Since C -- 0, the quadratic terms in the conservation law are "unmixed", i.e., if we 
think of the 0ko and 0ok as "belonging" to the two characteristic systems, then no 
cross-terms 0k0A001 occur in (I). This vanishing is a reflection of the fact that in the 
structure equations the coupling between the two characteristic systems occurs only 
at the lowest level and only in the form of the terms WIOA010 and W01A001. 

For a conservation law (I) of level k, we shall refer to the coefficients BlkO 
and BOkl as the highest order terms in Q. It follows from the form of B10 and Bm 
that if we have two conservation laws of level 2k-l, say, 52 and ¢), such that (in the 
obvious notation) 

---- 10, z 

then • - ~ is a conservation law of level 0 when k = 1 and is of level at most 2k-3 
when k _> 2. 

Before stating our final property, we recall that the characteristic systems are 
given by the formulae 

=(oo> = { ~ , o ,  01o, 02o, • .} ~ 1 0  

~01~(c~) = {a)0t, 001, 002, . • .}. 

FACT 3: For two conservation laws • and ~ E C2k-1, the ratios [Blko : /)~o] = 
k -k  B~I] k -k  functions that satisfy Blo/Blo and [Bokt: ---- BOl/BOl are 

d[B~o : ~ o ]  ~ ~ o  
=(k) 

d[Bo~l : ~o~11 c - o l -  
(5) 

To see how useful these facts are, let us note that they imply the following 
result: 

COROLLARY: If neither of the characteristic systems has an integrable subsystem, 
then J'or k > 1, 

dim C2k-1/C2k-2 < 2. 
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DISCUSSION: Fact 3 clearly links the issue of adding new conservation laws at a cer- 
tain (odd) level to integrable subsystems of the characteristic systems. This corollary 
should be contrasted with the discussion of Darboux 's  method in Section 1.4, which 
depended on there being integrable subsystems in the characteristic systems. In fact, 
if there is a rank 2 integrable subsystem in one of tile characteristic systems, then 
we always have an infinite dimensional space of conservation laws at some finite 
level. Actually, this and other evidence suggests a sort of converse to this result 
might be true. Roughly stated, this converse should be: "If tile new conservation 
laws that appear  at a certain level "depend on" at least two arbi t rary functions 
of two variables, then the system is integrable by the method of Darboux at this 
level." 

Before turning to the proof of these results, we would like to make some general 
observations on the equations 

d(Alo wloA01o + Aol W01A001 + Bzo + Bin) = 0 

=(k)± ,~(k)± 
for a conservation law of level k. Denote by ~10 and ~ol the distributions dual 
to the characteristic systems (recall that dim M (k) = 2k + 4 and each of these 
distributions has dimension k ÷ 2), and denote by" V10 and V01 the operation of 
total differentiation relative to these distributions. Then a consequence of d~  = 0 
will be equations 

B ~  = linear function of A10, A01 and their derivatives 

B~ j = linear function of A10, A01 and their derivatives 

and 
{ VOlXlO -- Llo(A o, Xoa, Bi)  

(6) 
WOXOl = Lol(Alo, Ao , 8{{, B i) 

where L10 and L01 are linear in the A's and B's.  

We will also find linear equations 

{ VolB o = Klo. (7) 
VloBokl /;ol Bokl 

for the highest order terms; these equations obviously imply (5). Of course, the 
relation dg2 = 0 will contain much more information than (6) and (7); we simply 
wanted to point out once again the role of the characteristic systems. 

These considerations - -  especially equation (6) - -  perhaps help to explain the 
following consequence of the corollary to Fact 3: 

~(k)± . ~(k)± 
Suppose that the characteristic distributions ~1o aria ""o] are bracket 

generating. Then Ck/Co is finite dimensional. 
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We will only prove (3) and (4) in the cases of levels k = 1, 2, 3. In this way we 
believe the general pattern should be clear and the argument more easily understood 
than with a notationally complicated inductive procedure. 

We will, however, first list some general principles that would apply to make 
the calculations at any level. We will use the notation f~(cc) for the differential forms 
on M (~) and F p for the image 

APZ (~) ® ~ ( ~ ) - + Q ( ~ ) .  

The calculations will use only the structure equations (1). For a 2-form in normal 
form giving a conservation law- we have 

and 

if2 _= AlO aJ10A010 -~-AOl aP01A001 m o d F  2 

d(I)--0 modF 2. 

Thus d~ E F 2 and the calculation will only use the assumption that 

d~ - 0 modF 3, 

which appears to be weaker than assuming that d~5 = 0. However, because the ideal 
Z (°°) contains no integrable subsystems, it is easy to see that any closed 3-form 
in A 3 (I (*c)) must be identically zero anyway. 

For the general principles, we will use the notation 

Oko = OkOA... A010 

Oo~ = 0okn. . .  A0Ol. 

Then we have from (1) 

 ( loA0 o) AA 21olo,  1o, 0ol,  ol] = 0 
(i) 

d((M01A001)AA21010 , a)10 , 001, a)01] = 0. 

We note that (i) implies 

d(Alo WloA01o + Aol Caol/,,Ool)AA3[010, wl0,0ox, win] = 0. (ii) 

Next, for any function F and 1-forms a and fl, we have the identity 

d(Fc~/~fl)/xaAfl = 0. (iii) 
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Finally, again from (i) 

dOkOA®kOAWlOAW01 = dOkoAOkoAWIoAO01 = 0 
(iv) 

dOokAOokAWOI AWIO = dOokAOok AWOI A010 ---- O. 

Level k = 1: A priori  we have 

= AIOWlOA010 -}- AOlWO1AO01 q- BIOO2OAOIO q- BOIOO1AO02 

"~- C22020A002 ~- C21020A001 ~- C12010A002 ~- Cl1010A001, 

and we want  to show tha t  all Ciy = 0. By  (1), (ii), (iii), (iv) 

0 : d~A(O20AO01A0201) = --C22030AO210A(O20AOoIA0201) 

which gives C22 = 0. Once C22 = 0 we have 

0 : d(I >A (O20A002 A003 A0201 ) = -C21030A0310A001A (020A002 AO03 A0201 ) 

which gives C21 = 0, and then by s y m m e t r y  C12 = 0. Final ly 

0 = d~40~oAOo2Awlo ) = --C~O~o~Wlo~Ool40~oAOo~A~olO) 

which gives Cl l  = 0. 

Level k = 2: We are given a closed 2-form 

: A + Blo q- C q- Bol (8) 

where 

and 

A = Alo 0.)10A010 + Am wolA0o~ 

j<~_<3 

C = E C~j 0mA0oj 
i,j_<3 

= Oo  Ooj 
i<j<_3 

and we want  to show that  • must  a l ready of level 1, i.e. all t e rms  with a 03o or 0oa 
should drop out. By (1) and our general principles 

0 = d,I,A (0aoA0~oA00aA~Oo~) : --Ba2040AwioA020~ (ea0Ae10AO0aAOa0,) 
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so that  Ba~ = 0. Next  

o = g m ~  ( 0 a o A 0 = o ~ e o a ~ o o l )  = -Ua~04oa~o,o~01oA (0aoA02oAe0aaco0,) 

gives Bao * = 0. By  s y m m e t r y  Ba~ = Ba~ = 0. Turning to  the cross-terms we have 
successively 

o = d~(eao.eo~A~o,)  : -caaO4o,,~,oAOo~A(eaoAeo=A~Oo,) 

0 : d c I  ) A  (e30AO01AO03 A0301) : --C3204OA¢OLO AO02 A (O30AO01AO03A~001) 

o = d~A(e~OAOO~AOO3A~'O~) = -Ca~04o~o~0o~(e~o~0o~A0o~o~) 

which gives C aa = C 3~ = C 31 = 0, and by s y m m e t r y  all C ij = O. 

Level k = 3: We again have a closed 2-form (8) where 

mo = ~ "~o O,o~O. 
j<~_<4 

C = Z C~j OmAOoj 
i,j<4 

We have 

3ol : ~ .a{ Oo,~Ooj 
i<j<4 

o = ~ ~ ( e,o~e~o~<o~ e o , ~ o ~ )  = - B~o ~ e ~ o ~ o ~ < o ~  (eao~<o~e~o~ O o ~ . o ~ )  

o = ~ ( e ~ o ~ e , o ~ < o ~ O o ~ . o ~ )  = -B~e~o~.~o~<o~(e~o~e~o~e~o~eo~.o~)  

which gives B 43 = B 42 = 0. More interestingly 

0 = d~ )/,, (O30AOt0AO04ACd01) = (B4~ -~ B 32) 040AO20A~.J10A (080/,,010/\004A~'01) 

which gives 

m o  = V#o ~ (O40A<0 -- 030A020) + ( lower order terms ) 

and similarly for Bin. 

An  argument  similar to those for levels k = 1, 2 shows that  the cross terms C 
are identically zero. 

This  completes our  discussions of (3) and (4), and we now- turn  to (5) which 
again we shall do only for levels 1 and 3. We consider a conservation law 

= Alo WloA01o + Am 0.)01A001 -~- B10 020A010 q- B01 001A002 
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of level 1. We will derive a relation for d B l o ,  and for the calculation it is notationally 
convenient to set 0oo = Wol. 

From the structure equations we will have a relation 

FAOo AOo  
~>o o<~<~ 

where X does not depend on • and where 

p~ ~- 0 rood A3[010, c010, aJ01, 001, 002]. 

In particular p~ does not contain a 02o term, and it follows that 

d B l o  + X-BlO ~ 0 mod E{1). 

If ~ is another conservation law, then this equation implies that 

- B l o d B l o  - B l o d B l o  - 0 mod E ~  ), 

which was to be proved. 

~hrning now to a level 3 conservation law, which we now write as 

• = Olo + 0ol 

where 

B 3 1 0  ,~ 010 = AlOW'lOA010 -~- B21020A010 -}- 10 30AtYl0 -}- BIo(O4oAOIO -- 030/,020) 

B 12a 0 13 001 ---- A01W01A001 -f- 01t'01A 02 A- B01001A003 -4- B01(001A004 -- 002A003) 

we have as before 

0 = dOAO3o/\O2o/xwlo 

; (eBlo +  B o) 0 oA0 oA0 oA0 o   o + +  " A00.A00.. 
0<, 0__<,<~ 

Inspection of the structure equations shows that 

p" - 0 mod A5[030, 02o, 010, w01, win, 001,002,...] 

i.e., p~ does not contain a 040-term. It follows that 

d B l o  + XBlO = 0 mod =(a) ~10 
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and the argument proceeds as before. 

2.1.3 An example of higher level conservation laws. In tile remaining sections of 
this paper we shall be concerned with level 0 or, as we shall call them, "classical" 
conservation laws. Before going on, however, we would like to conclude this section 
with a subsection in which we give one calculation of higher level conservation laws 
in an interesting example. 

EXAMPLE: We consider the EDS associated to the (slightly modified) s = 0 sine- 
Gordon system 

lty = s in  V 

vx = sin u. 

As coframing we take 

021 : d x ,  022 : d u  - Sill V d y ,  023 = d y ,  w 4 = d v  - s in  u d x  

with structure equations 

and 

dwl = d02a = 0 

d w  2 = c o s  v ( -  s i n  u a 1 Aw a + 0.135(.04) 

dw 4 = c o s  u ( -  sin v wa Aw 1 + wl Aw2). 

We will show that for this system 

dim C0 = 1 and dim U1/C0 = 3. 

REMARK: For the s = 0 sine-Gordon system we will see that both ~(1) and =(1) ~10  ~01 
have rank one, spanned by dx and dy respectively. Thus, the corollary following 
Fact 3 does not apply. 

First, we compute the level 0 conservation laws. For q) C Co, we have 

= AwlAw 2 + B W3AW 4 

the condition d~ = 0 gives 

A 4 = 0  

A3 = B cos u 

B2 = 0  
(9) 

B1 = A cos v 
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where we have set df  = f i  w i for any funct ion f .  Explicitly, in terms of the classical 
part ials  notat ion,  

f 2 = f ~  

f1 = fv sin u + fx 

Thus,  (9) expands to 

f4=f ,~  

¢; = fu sin v + fy. 

A~ = 0  B,,  = 0  

A~ sin v + A~ = B cos u By sin u + B= = A cos v. 

The top two equat ions imply that  A does not  depend on v and that  B does not  

depend on u. Freezing the value of u in the lower left hand  equat ion at some value uo 
for which cos u0 is non-zero then shows that  B must  be of the form B = bo + bl sin v 

for some functions b0 and bl of x and y. Similarly, from the lower right hand  

equation,  we see that A = a0 + a l  sin u for some functions a0 and al  of x and y. 
Subst i tu t ing  these expressions into the lower two equations yields 

eosu  sin v + (aO)y + (a l )y  sin u = bo cosu  + bl sin v cosu  a l  

bl cos v s in u + (bo)z + (bl)x sin v = ao cos v + a l sin u cos v .  

Now compar ing  coefficients in  these equat ions shows that  we mus t  have ao = bo = 0 

while a l  = bz and ( a t ) y  = (bl)x = 0. These lat ter  equat ions clearly imply that  

a l  = bl = c for some cons tant  c. Thus,  dimC0 = 1 and the space of classical (i.e., 

level 0) conservat ion laws of the s = 0 s ine-Gordon system is spanned  by 

= sin u dxAdu  + sin v @Adv.  

The corresponding undifferentiated conservat ion law has the form 

= cos u dx  + cos v dy. 

We now t u r n  to the analysis  of level 1 conservat ion laws. On  M (1) = M × IR 2 , 

where ~2 has coordinates  (h2o, ho2), we take as coframing 

0210 = 021 010 = 0.12 - -  h 2 0  W 1 

~dO1 ~ 023 001 ~- 0-)4 - -  no2  t~3 

and 
7r20 = dh20 - cos v sin u COol 

~r02 = dh02 - cos u sin v Wlo. 
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With  this coframing, we have 

dOlo - -  --71"20A0.)10 --  COS V 001Aa)01 

dOol ---- --7C02AW01 --  COS U 010A0210 

conforming to the general form of the s tructure equations as discussed above. 

According to Fact 2 of  the general theory, any  (b C £1 has the general form 

g; = A'  01oAaJlo + B '  0mAwol + C 01oA02o + D 0mA002. 

By  modifying A t and B t in the obvious way, we m a y  rewrite • as 

= A 01oaaJlo + B 0oxAWm + C 01oA~r2o + D 0olATro2. 

For notat ional  convenience, we will rename the 1-forms in the coframing of 
M 0) as follows: 

41 = a;lo 43 = 010 45 = ~r20 

42=a~0~ ¢ 4 = 0 0 1  ¢6=Tro2- 

Thus,  ~10=(1) ____ { 4 1 , 4 3 , 4 5 }  and E(11 ) ~- {42, 44, 46}.  For any function F on M (1), 
we define the functions Fi by the rule 

dF = F 1 4 1  + F 2 4 2  + " "  + F6  4 6 .  

Now, expanding out  the equat ion dO 
following equations 

C2 ~-. C4 = C6 : 0 , 

as well as the equations 

A2 

A 4  

A6 

A5 

Bt  

B3 

B5 

B6 

= 0 and collecting coefficients yields the 

D 1  = D3 = D5 = 0 

= B cos u + C (sin 2 u sin v - h2o cos v cos u) 

= D sin u sin v 

= D cos 

= CI 

= A cos v + D (sin 2 v sin u - h02 cos u cos v) 

= C sin v sin u 

= C cos v and 

----- D 2 .  
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Now the first set of equations imply that 

dC E ~L O) d "  E ~11). 

However, it may  be verified that  the largest integrable subsystem of E ~  ) (respec- 

tively, E~11 )) is of rank one and is spanned by Wlo (respectively, win). This implies 
tile equations 

C3 = C5 -- D4 = D6 = 0. 

In  particular,  since a:lo = dz ,  it follows that  C must  be a function of x alone and, 
for a similar reason, D must  be a function of y alone. Of  course, this implies that  
C1 = C~ and D2 = Dy. 

Now, f rom the definition of  the 1-forms ¢i  it follows that,  in the coordinate 
system (x, y, u, v, h20, h02), for any function F on M (1), the expression F5 is the 
partial  of F with respect  to  h20 and F6 is the partial  of F with respect  to h02. The  
above equations for A~, AB, B5 and B6 then suggest that  the functions A a n d / )  
defined by 

= A - C1 h20 - D cos u h02 1~ = B - C cos v h20 - D2 h02 

should depend only on x, y, u, and v. In  fact, if we redefine our  notat ion so as to 
rewrite the conservation law in the form 

+ C 010ATr2o + D 0olA7c02 

where C (respectively, D) is unders tood to be a function only of  x (respectively, y), 
then the closure conditions for • simplify to 

A5 = B5 = A6 = B6 : 0 

together with 

A2 = B cos u + C sin 2 u sin v - C~ sin u cos v + Dh20 sin v sin u 

B1 = A cos v + D sin 2 v sin u - Dy sin v cos u - Ch02 cos u cos v 

A4 = D s inu  s inv 

B3 = C sin u sin v. 

These last two equations suggest that,  in fact, A + D sin u cos v is a function of x, 
y, and u only and that  B + C s inv  c o s u  is a function of x, y, and v only. Thus,  if 
we redefine our  notat ion once again so that  

q~ = (A - D s inu  cosy  + C~ h20 + D cosuh02)  010Awlo 

+ (B - C sin v cos u + C cos v h20 + Dy h02) Om Awm 

+ C010A7c20 + D O01A~r02 



EXTERIOR DIFFERENTIAL SYSTEMS, PART I I  285 

we find tha t  the  closure condi t ions  s impl i fy  ye t  again.  They  s imply  become (assure-  

ing, as usual ,  tha t  C is a funct ion of x alone and D is a funct ion of y alone) 

A4 = As = A~ = 0, B 3 = B 5 = B 6 ----- 0 

plus  the  re la t ions  

A2 = B c o s u +  (Dy - 6%) s i n u  cosy  + (D c o s y -  C cosu )  c o s u  s i n v  

B1 = A cosy  + (Cx - Dy) s inv  e o s u +  (C  c o s u -  D cosy )  c o s y  s inu .  

Moreover ,  s ince A is a funct ion of x, y, and  u alone while B is a funct ion of  x, y, 
and  v alone, it  eas i ly  follows f rom our  defini t ions tha t  

A2 = Ay + Au sin v and  B1 = Bx + B~ sin u. 

Let  us subs t i tu te  these  express ions  into the above  equat ions  and  take  note  of the fact  
tha t  A does  not  depend  on v while B does not  depend  on u. In  the  second equat ion,  
freezing v at some value vo for which cos vo is non-zero,  we see tha t  A is a l inear  
combina t ion  of  {1, cos u, sin u, cos u sin u} wi th  coefficients which are  funct ions  of  x 
and  y. In  a s imi lar  manner ,  the first equa t ion  impl ies  tha t  B is a l inear  combina t ion  
of  {1, cos v, sin v, cos v sin v} wi th  coefficients which are  funct ions of  x and  y. Thus ,  
let  us wr i te  

A = ao + a l  c o s u  + a2 s i n u  + a3 cosu  s inu ,  

B = bo + bl cos v + b2 sin v + b3 cos v sin v 

where the ai  and  bi are  funct ions of x and y alone. E x p a n d i n g  the above re la t ions  out  
and  se t t ing  equal  the  var ious  coefficients of the resu l t ing  t r i gonomet r i c  po lynomia l s  
then  yields  the  re la t ion  Cx - Dy = 0, the  re la t ions  

ao = a l  = bo = bl = 0, 

the re la t ions  a3 = - C  and b3 = - D ,  and  f inal ly equat ions  which imp ly  tha t  a2 = 
b2 = c where  c is a cons tan t .  Since C is a funct ion of  x alone and  D is a funct ion 
of y alone, i t  follows tha t  the  c o m m o n  value Cx = Dy must  be  a cons tan t .  Thus,  
we f inal ly get  

A = c s i n u  - (Eox + Co) c o s u  s i n u  

B = c s i n v  - (Eoy + Do) cosy  s i n v  

C = Eox+ Co 

D = Eoy + Do 

where c, Co, Do, and  Eo are  constants .  Moreover ,  these  values  of A, B,  C, and  D 
are  eas i ly  seen to  y ie ld  a c losed 2-form ~ .  Thus ,  we have shown tha t  d im C3 = 4, 
as we wanted .  
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In fact, with a little inspection, we can write 

= d (cOo + Co ¢1 + Do ¢2 + Eo ¢3) 

where the ¢i are the undifferentiated conservation laws and are given by formulae 
of the form 

¢o = cos u dx + cos v dy 

~ -- - h 2 0  e~o - ½(h~o + s in  ~ ~ )  dx  + c o s .  c o s ~  dy 

1 (ho22 + sin s v) dy + cos u cos v dx ¢5 = -h02 0ol - 

~ = - ~ h 2 o  01o - yho~ 0o~ - ½ (~h~o - x cos  ~ - 2y  cos  u cos v)  ~ 

1 2 (yho2 - y cos v - 2x cos u cos v) dy. 

2.2 Determination of hyperbolic systems having the maximum number of classical 
conservation laws: first steps. Let (M, I )  be a hyperbolic exterior differential system 
of class s -- 0 and denote by Co the space of conservation laws of level zero or, as we 
shall call them, classical conservation laws. Assuming symmetric behavior in the 
two characteristic systems in this section we will prove that: 

I f  dim Co ->_ 7, then both characteristic systems have an integrable subsystem. 

Later on we will see that if dim Co ~ 7, then dim Co = oe and there is a local normal 
form for such hyperbolic systems. 

Our technique is to use the equivalence method to express the structure equa- 
tions of (M, I )  in an invariant manner, which has been done in Section 1.5 above, 
and then to simply compute. The calculations are generally straightforward but a 
couple of them are somewhat lengthy. For these we have used MAPLE. The main 
issue of course is to interpret the calculations as we go along, and we shall give 
these steps without ahvays reproducing the full printout of MAPLE calculations. 
We now proceed to the calculations. 

Recall that a classical conservation law has the form 

~I ) : A ~'~10 ~- C ~~Ol (1) 

where 
~1o = wlAw 2 and ~ol -~- k)3AW4. 

Using the structure equations (5) in Section 1.5, we easily deduce that the closure 
condition d~ = 0 is equivalent to the following differential relations on the functions 
A and C 

dA = A ¢44 "~- Ai w i 

dC = C ¢22 + C~ J (2) 
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where 
A3 -- C A4. = 0 

C1 A C2 = 0. (3) 

Since the 2-plane distributions defined by ill0 and f~01 are both non-integrable, 
we know that by taking commutators we may "capture" at least one more derivative 
of each of A and C. In this regard the main initial step in the computation is given 
by the 

L E M M A :  T/Yith the above notations 

A2 - C4 = Cq3 - Apl.  

Proof: This follows directly from the identities 

d(dA) =- 0 m o d w l , w  2, 

d(dC) z 0 mod w 3, w4 

Using the lemma, if we define B by 

A2 + C4 = 2B 

then we have the relations 

= B - ½ ( c q 3  - A ; t ) .  
L E M M A :  ~ze  h a v e  

where 22 

A 2 = B -  1 (Apl - Cq3) 

dB = B(¢22 + ¢44) + ½(Cp4 ¢21 + Aq2 ¢43) + Bi w 'i 

Bi - 0modA,  C, B,  At ,  (5'3. 

[] 

(4)  

(5) 

(6)  

Proof: The identities 
d(dA) =_ 0modw t 

d(dC) - 0modw 3 

give, using (3) and (4), relations of the form (6). The exact formula (6) will result 
from an explicit computation that we shall give below. [] 

22) In  this  and  s imilar  s i tua t ions  to be encoun te red  below, the  express ion  F ~ 0 m o d  G1, •. •, Gn  
will m e a n  "there exists  a fo rmula  or ident i ty  express ing  F as a linear combina t ion  of the  
funct ions  G1, . . . ,  G n  where  the  coefficients are known combina t ions  of  co f raming  invar iants  
and  thei r  der ivat ives" ,  tn  th is  specific ins tance ,  these  formulae  for Bi  are  given explicit ly 
below. However,  we will no t  a lways  wri te  ou t  t hese  formulae  for it  f requent ly  suffices to  know 
ju s t  t ha t  there  exis ts  such formulae  in order  to comple te  a proof. Frequently,  the  explicit  
formulae  are qui te  ungainly.  
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Knowing the values of A and C at a point x gives us A3, A4, C1, C2 at that 
point. Knowing B(x) gives us A2(x) and C4(x). By the above lemma, however, we 
may determine all the A2i(x) and C4i(x) in terms of A, C, B, A~, Ca at that point. 
Iterating this gives us all higher derivatives at x of A2, Aa, A4 and C1, C2, (7/3 in 
terms of A, C, B, A1, Ca at the point. Thus in the formal Taytor's series of A and 
C we are only free to specify the derivatives A1 and Ca. This suggests that. 

The space of classical conservation laws can at most depend on two arbitrary func- 
tions of one variable. 

One way of thinking about this "function count" is this: Solutions to a deter- 
mined set of two equations for two unknowns are uniquely determined by initial 
values along a 3-dimensional hypersurface. Adding one more equation will in general 
cut the initial value manifold down to 2 dimensions, and adding a fourth equation 
will in general cut the initial value set down to a curve. Since (3) is a set of 4 
equations for 2 unknowns we expect that the solutions will at most be given by 
arbitrary initial data along a curve. We say "at most" because this function count 
will only work if the system is involutive, otherwise there are even fewer solutions. 
Our main result will be to classify systems for which this upper bound is achieved. 

Now, we have already developed linear expressions for 

A2, Aa,A4; C1, C2, C4 

in terms of A,C ,B ,  A1,C3; now we shall turn to A1 and Ca. From the identities 
d(dA) = d(dC) = 0 we will show that: 

dA1 = A1(2¢44 - ¢22)-t (B - ½(Apl - Cq3))¢21 + dql ¢43 + dl~ aJ ~ 
(7) 

dCa = C3(2022  - ¢44) -}- ( B  - 1(Cq3 - A p l ) ) 0 4 3  q- Cp3 ¢21 -[- C3i Odi 

where 

A12 = A13 ~- A14 ~ 0 ~ modA, C,B,  A1,C3. 

C34 = C31 - C32 - 0 J 
In particular this implies 

dA1 All  02 1 
rood A, C, B, A1, Ca. 

dC3 = Ca3 ~3 J 
As expected, there is at most one free derivative of the quantities A1 and C3 re- 
spectively. Iterating this, in the Taylor's series of A and C we find that we are at 
most free to assign the terms A1...1 and C3...3, confirming the statement above. 

Proof of (7): The identities d(dA) =- 0modw 1 and d(dC) = 0modw 3 give 

B1 1 1 = 7Alp1 + C3ql -~A(p l l  - qa) + 5C(q31  - k14) - -  1 

1 i A 1 C B3 = - - g C ( q 3 3  - P l )  + 7 (P13 - k32) - g 3q3 + Alp3  
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and 

1 1 2 1 1 
~2  . . . .  - A ( ~ P 1 2  4Pl  - ~ - p 4 ) - ] - C ( ~ q 3 2 - ] ¢ 2 4  ~P~ql  ¼Plq3) - I~Bpl  + C3qz 

1 1 2 1 1 B4 = -C(7q34 - ~q3 -/- q2) + A('~p14 - k42 - 7qlP3 - ¼q3Pl) _l~.Bq3 + ALP4. 

F r o m  
0 -- d(dA) = d(A ¢44 + Ai w i) = dA1Aw I + ( other terms ), 

and the formulas for A2, A3, A4 and B~ which give the "(other terms)", we obtain 
the expression for dA1 where A12, A13, A14 --- 0 mod A, C, B, A1, C3. The argument 
for dC3 is similar. [] 

The issue now is: What conditions are imposed on the invariants of the system 
in order that we may arbitrarily assign the coefficients AL.1 and C3...3? 

To begin developing the answer to this we shall first show that 

p4All = 0 ~ modA, C, B, A1, Ca. 
q2C33 --  0 J 

(8) 

Proof: Above we have given formulae for Bi as explicit linear combinations of 
A, C, B, A1, C3. In turn, except for All  and C33 the exterior derivatives of A, C, 
B, A1, 6'3 are again explicit linear combinations of these five quantities. Thus, the 
condition 

d(dB) = 0 

may impose conditions on All  and C33. The explicit formula for d(dB) is lengthy, 
but when we compute it on MAPLE and then set A -- C = B = A1 = 6'3 = 0, the 
expression reduces to 

( p 3 A l l  - qlC33)  021A023 -~- p4A11 021A~M4 -~- q2C33 w 3Aa;2. (9) 

The last two terms come from Alp4 in B4 and C3q2 in B2 respectively. It is clear 
that setting this expression equal to zero gives (8). [] 

The following is an immediate consequence of (8). 

PROPOSITION: [f P4q2 ~£ O, then dimC0 =< 5. 

Proof: If p4q2 ~ 0, then we may inductively determine each term in the formal 
Taylor's series of A and C as a linear combination of A , C , B ,  A1,C3. Thus, the 
PDE system for A and C is at best a completely integrable system whose solutions 
are specified by five constants. [] 
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It follows that if dim Co>6, then (keeping in mind our assumption of symmetry) 

we must have P4 = q2 = 0, i.e., the rank 2 Pfaffian system O = ~1> U ~;1 t} is 
integrable. Assuming this, it follows from (9) that 

p 3 A l l  - qlC33 - 0 mod A, C, B, A1, C3. 

The exterior derivative of this relation gives 

p a A l x l  =- 0 ~ mod A, C, B, A1, C3, Axx, 6~a. 
q16333  ~- 0 J 

By reasoning similar to that above, this immediately implies the following result. 

PROPOSITION: I f  p4 = q2 = 0 but  P3ql ¢ O, then  dimCo < 6. 

It follows that if dimCo_-> 7, then we must have p4 = q2 = 0 and P3 = ql = 0, 

i.e., the Pfaffian systems E ~  ) and Z;11 > are integrable. 

For systems with 

P 4  = q2 = 0 and Pa = ql = 0 (10) 

the formulas for Bi simplify to give 

B1 1 ~C = - g A l p l  - s A ( p l ~  q~) + ~ (q31 - k 1 4 ) - ~  

B3 1 1 1C = -~C(q33 -- Pl) + ~A(Pl3 -- k32) - ~ 3q3 

and 
132 ~A(p12 lp2"~ 1 1 1 

- ~Plq3) - = - ~ B p l  1] + C ( ~ q 3 2  - k24 - 

i I 2 i B4 = - ~C(q34 - ~q3) + A(spt4 - k42 - ¼q3Pl) - 5lBq3. 

The condition 

d ( d B )  =- 0 rood A,  C,  B 

then gives, after a MAPLE calculation using the formulas obtained so far, 

0 = (A lk23  - C3k41) colAc~ 3 + Alk24aJ1Acz 4 + C3k42 w3A~z 2. 

Thus, if k24k42 ~ 0 this implies as before that dimCo < 3. 

We may summarize our results as the following 

(11) 
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PROPOSITION: 

(i) I f  O : ~I. 1} U ~,~11} is not i$ttegrable, the?~ 

dimCo _-< 5; 
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(ii) Assuming that 0 is integrable, if =-~1 o) and ~11) are not separately integrable, 
then 

dimCo =-< 6; 

(iii) Assuming that ~1) and ~1) are separately integrable, if k24k42 ~ 0 then 

dim Co = 3. 

To compute the conservation laws for a given example we may either compute 
the invariants of the given system and see how these fit with the general analysis 
given in this and the following section, or else we may compute directly using the 
general theory to guide the calculation. At the end of the preceding section, we gave 
an example of the latter. 

2.3 The two classes of hyperbolic systems having the maximum number of classical 
conservation laws. 
2.3.1 Symmetric systems for which dimCo -> 7. In this section, our main goal is to 
prove the following theorem 

THEOREM: If (M,•) is a non-degenerate, symmetric hyperbolic system with s = 0 
on a connected 'manifold M for which dimCo(U) -> 7 for all open sets U C M,  
then, either (M,I) is locally linearizable, or else is locally isomorphic to 
the s = 0 Liouville system. 

As we shall show in the next subsection, systems of this type actually have 
dimCo(U) = c~ for all open sets U C M. 

Proof: By the results of the previous section, we know that we can now restrict 
attention to hyperbolic systems whose characteristic systems each have an integrable 
subsystem; i.e., whose invariants satisfy 

P 4 = q 2 = 0  and P3----ql=0 (1) 

and which in addition have 
k24 = k42 = 0. (2) 

By the discussion in Section 2.2, these conditions hold for any symmetric hyperbolic 
system which has dim Co -> 7. 
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The structure equations (from Section 1.5) of systems satisfying (1) and (2) 
now simplify to 

( 44i 22 0 0 o) i_px iA 2 ) 
W 2 1 ¢22 0 0 W2 [ 023 A024 
02 3 = -- 0 ¢22 -- ¢44 0 A 023 -Jr / --q3 023A024 

Od 4 0 (~43 (~44 024 \ w l A w 2  

with 

and 

d¢22 = q3 021A022 -- /~1A021 -- /~2 A022 

d ( ~ 4 4  - - - -  Pl 023A024 - ~3Aw a - t~4 A024 

dpl = Pl ¢22 + Vpl 

dq3 = q3 ¢44 + Vq3. 

With these assumptions, tile condition d(dB) = 0 may then be expanded to give 
(cf. (11) of the preceding section) 

A~k23 - C3k41 = 0modA,  C, B. 

Differentiating this gives 

Altk23=Oo}m°dA'C'B'Al'C3"C33k41 

It follows that if k23k41 ~ 0 then we must have dimCo < 4. Consequently, (since we 
are only considering symmetric systems) we shall assume that 

k23 = 0 and k41 ~--" 0 .  ( 3 )  

Using (1), (2) and (3) in the identities d(dw ~) = 0 we obtain 

P13 =k32 

q31 =k14- 
(4) 

With (1)-(4) satisfied, the formula for dB now simplifies to 

1 dB = B(¢22 -]- ¢44) - -  [ (A(pll - q3) + Alp1) w 1 
1 (A (P12 lp2~ 1 022 -- ~ 1] -- -~Cplq3 -F Bpl) 

- ½ (C(q33 - p l )  + C3q~) 023 

1 ~ q3Pz +Bq3]  02 4 . 

(5) 
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From d(dB) = 0 we obtain  

1 (i) (B + ~(Apl + Cq3))kla - Aq3a = 0 
(6) 

(ii)  (B + l ( A p l  + C q 3 ) ) k 3 2  - Cp12 = O. 

Taking the derivative of  (i) in the a~Ldirection, we see from (5) that  dB has a 
½Alpl te rm so that  cancellation occurs and we are left with 

Alqa4 -~ 0 m o d  A, C, B 

and similarly 
Cupl2 =- 0 m od  A, C, B. 

It  follows that  if P12q34 # 0 then dimCo =< 3. Thus,  we can assume that  the relations 

P12 = 0 and q34 -- 0 (7) 

are satisfied. 

From (6) and (7) we obtain  

(i) (B+½(Apl+Cq3))k14=-O 

1 cq3))k32 o. (s) (ii) (B + ~(dpl + = 

We are now going to show that  k14 -- k32 = 0. Suppose not,  then (8) implies 

B --- - l ( A p l  + Cq3). (9) 

Comput ing  dB in two ways - -  using (5) and using (9) - -  we find 

Aq3 = 0 and Cpl = O. 

Now, since AC ~ O, we necessarily have Pl -- q3 -- 0 and so Vpl  = Vq3 --- 0. 
Equat ion  (4) now gives k14 = k32 = 0 anyway. 

Using k~4 = k32 = 0, the identi ty d(dB) ---- 0 yields 

(B + l(Ap~ + Cq3))(kla - k31) - A(q33 - p , )  + C(pll - q3) = 0. (11) 

The  ~1 and wa-derivatives of  this relation give 

A1 (qaa - Pl)  - 0 ~ m o d A ,  C, B 

C3 (Pl i - -  q3) - 0 ) 
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implying that  if' (Pll - q3)(q33 - P l )  ~ 0 then dimCo =< 3. We thus can assume that  

Pl l  - q3 = 0 
(12) 

q33 - Pl = 0 

in which case, (11) reduces to 

(B + ½(APt + Cq3))(kt3 - k31) = O. 

At this point  the analysis splits into two cases: 

(i) k~,3-k31 = 0  or (ii) B + ½ ( A P i 4 - C q 3 ) = O .  (13) 

Suppose (13.ii) holds. This is equation (9) above and we get the same conclu- 
sion as in that case, namely that Pl = q3 =- 0. Moreover, we now have, f rom the 
s tructure equations and identities found so far that  d¢22 = c~lAa; 1 and d¢44 -- (~3AaJ 3 
for some 1-forms ai .  Also, differentiating the equations 

d~d 1 : - - ( ¢ 4 4  --  (~22)A~ 1, d ~  3 : - ( , 2 2 - ( ~ 4 4 ) / \ ~ d  3 

yields that  d(¢22 - ¢44)Aw 1 = d(¢22 - (~44)A023 = 0. Of course, this implies that  
alAWlAW 3 = a3AWlA~ 3 = 0, SO we finally- conclude that  

d~22 = /313 4dlAW'3, d¢44 = ]g31 ~O3A0dl" 

We now see that  the s tructure equations satisfy the conditions given by the Propo-  
sition in Section 1.5.6 which characterize linear systems. It follows that  the systems 
which satisfy (13.ii) (as well as the previously derived conditions) are precisely the 
linear systems. 

We shall next analyze the si tuation when (135) holds, and for this we set 

k13 = k3~ = ko0. 

If  we now differentiate (12) we obtain  the relations 

{ pl(koo - 1) = 0 (14) 

q3(koo 1) 0. 

Thus,  there are two possibilities: First, we could have koo % 1, in which case we 
would have to have Pl = q3 = 0, which, as we have seen, leads to the linear case. 
Thus,  we may  set this aside and assume, as we shall, that  koo = 1, i.e., k13 = k31 = 1. 
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The structure equations of the system are 

022 
d w3 = -  

024 

where 

¢44 -- (~22 0 0 
¢21 (~22 0 
0 0 ¢22 -- ¢44 
0 0 ¢43 

o( l) 
0 022 
0 A 023 

¢44 024 

d¢22 = q3 wl A02 2 + 021A023 

d¢44 : Pl 023A024 + 023A021 

--Pl 021A022 ) 
023AW 4 

+ --q3 023 A024 
021A022 

(15) 

(16) 

and 
dpl = Pl ¢22 + q3 021 

dq3 = q3 ¢44 -~ Pl 023. 
(17) 

The eidetic reader will recognize these equations as (11-13) of Section 1.5.7, 
which characterize the systems whose first prolongations are integrable by the 
method of Darboux. In that subsection, we proved that, on the domain in M where 
Pl and q3 were both non-zero (the only case we are concerned with due to our hy- 
pothesis of symmetry) ,  the ideal 1: was diffeomorphic to that of the s -- 0 Liouville 
system. This completes our proof. [] 

2.3.2 Explicit conservation laws in the case dimC0 -- c~. We are now going to 
explicitly describe the conservation laws in the two cases found in the previous 
section. 

The first case is that of linear systems. According to Section 1.5.6, such a 
system is locally of the form 

5[ = { (du - P v  dy)Adx,  (dv - Qu  dx)Ady } 

where P and Q are positive functions of x and y only. Tracing through all of the 
above calculations (or just doing it directly, we see that all of the conservation laws 
are of the form 

= A (du - P v  dy)Adx + C (dv - Qu  dx)Ady 

where A and C are functions of x and y alone satisfying the equations 

Ay = Q C  

Cx = P A .  

Tihus, the space of local conservation laws is clearly of infinite dimension. 
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Consider now the s = 0 Liouville system described in Section 1.5. This is 
described by the ideM 

z :  { (d~ - e ~ dy )~dx ,  (d~ - e ~ dx )Ady  } 

and a short calculation using the above formulae shows that the conservation laws 
are of the form 

= [ ( g ( y ) + f ( x ) ) e ~ + f ' ( x ) ]  ( d u - d ~ d y ) A d x +  [ ( f ( x ) + g ( y ) ) e ' + g ' ( y ) ]  ( d v - e ~ d x ) A d y  

where f and g are arbitrary functions of one variable. Thus, again, we see that the 
space of conservation laws is of infinite dimension. The undifferentiated conservation 
law corresponding to such a • is given by 

---- ( f ( x )  + g ( y ) ) ( d u  - eVdy) - g ( y ) d u  ÷ ( f ( x )  ÷ g ( y ) ) ( d v  - e~dx)  - f ( x ) d v  

= f ( x ) ( d u  - e ~ dy - e ~ dx)  ÷ g ( y ) (dv  - e ~ dx  - e ~ dy). 

(The first form of ~ enables us to easily check that d~ = - ~ ) .  On classical solution 
surfaces 

(x, y) ~ (x, y, ~(x, y), ~(~, y)) 

to s = 0 Liouville we have 

%o = f ( x ) ( u x  - eU)dx + g(y)(Vy - eV)dy; 

clearly d~ -- 0 on any such solution surface. 

Our calculations have thus proved the following result: 

PROPOSITION: I f  a s y m m e t r i c  hyperbolic s y s t e m  ( M , 5  D has dimC0 > 7, then  it  has 

dimCo = oc. 

We will now" show how the conservation laws of s --- 0 Liouville may be used 
to analyze the singularities of the solutions. This discussion will be heuristic and is 
merely intended to illustrate how- conservation laws might be used to gain analytical 
insight into the solutions of an equation. Of course, in the particular case of the s -- 0 
Liouville equation, the precise results may be either derived analytically or verified 
from the explicit form of the solutions to the s = 0 Liouville system given in Section 
1.5 above. 

The initial value problem is typically posed by prescribing initial data on the 
line x + y = 0 and seeking a solution in the half-plane x + y _ 0. Thus, setting 

1 -~ l ( x  t ~(x + y) ~ - y) 
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or equivalently 

z=t+~ y = t - ~  

we are given initial da ta  u(~, 0), v(~, 0) and we seek to  find a solution u(~, t),  v(~, t) 
defined for t > 0. Since 

U x - - e  u -~- ~ - ~ - e  v -- e u 

Vy --  e v - - v ~  ~- e u e v 

the conservat ion laws give tha t  for any  functions f ,  g the integrals 

f f(t+~)( u~+eV-e~)d~=Cl 

f g ( t  - - + e - = c 2  v~ 

are formal ly  independent  of t. More precisely, if we assume tha t  the initial da ta  is 
smooth  then u(~, t), v(~, t) will remain  smooth  for 0 < t < to. If  we now restr ict  ~, t 
to the rectangle I~1 -< a, 0 < t < to then for all smooth  compac t ly  suppor ted  f ,  g 
with uni formly  bounded  L 2 n o r m  we will have 

f f(t+~)( u~ -e~)d~= O(1) +e ~ 

f g(t- ~)(- + e ~ e~)d~ = O(1) v~ $ 

By taking f ,  g to be sequences tending to 5-functions we will thus have 

u~÷e v - e  " =  O(1) (i) 

--v~ + e "~ - e ~ = O(1) (ii) 

on rectangles  as above. We will use these relations to analyze the possible  singular- 
ities tha t  u and v can develop. 

For t = to we assume that  u(~, to), v(~, to) are of class C 1 in a ne ighborhood 
0 < ~ < c and seek to determine what  sort  of s ingular i ty  m a y  develop as we approach  
the origin. 23 For this we assume that  u~ and v~ have asympto t i c  expansions 

e u~,-~ ~x+r, c~0  

d 
v~,-~ ~ x , + s ,  c ~ 0  

23) To  be  m o r e  p rec i se ,  we  s h o u l d  c o n s i d e r  u(~,  t),  v ( ~  t) as  t ~" to a n d  ~ $ 0, a n d  a s s u m i n g  t h a t  
u,  v a re  of  c l a s s  C 1 in  ~ for t < to see w h a t  t y p e  of s i n g u l a r i t y  m a y  deve lop  a t  t = to,  ~ = 0. 



298 R. BRYANT, P. GRIFFITHS AND L. HSU 

)J 
where ~ r  --+ 0 and  ~ s -+ 0 as ~ $ 0. By adding (i) and (ii) we see that  

= A ~, c = e ! 

and we shall consider the case c > O. 

If A > 1 we then have 

u =  + R  

where ~ - t R  --+ 0 as ~ $ O, and  similarly for v. By (i) we have up  to a bounded  

term 

) c ~ 
+ r = e (e R - e s ) ,  

which is impossible unless u = v, a case that may be handled directly. 24 Thus  we 

must  have A _< 1. If 0 < A < 1 then both  e ~ and e ~ are O(1) as ~ $ 0 and this 

contradicts  (i). Thus  we must  have A = 1 which gives the expansions 

c 
+ o ( 1 1  

c 

as ~ -1- 0. If the init ial  data  is real-analyt ic  then it may be shown that  this heuristic 

reasoning is justified leading to the result:  

There is a real analytic curve F in the half-plane x + y >_ 0 such that u, v are 
bounded and piecewise real analytic away from F, but where singularities of u, v 
occur at the points of intersection F N {t = to}. Moreover, c is a positive integer 
giving the order of contact of F with the line t = to at the point of intersection. 25 

We offer the above discussion not  as a definitive analysis  of the s ingular i ty  
s t ructure  of the solutions of the s = 0 Liouville system bu t  rather to i l lustrate how 

conservat ion laws may be used to infer analyt ic  behavior. 

2.4 Moment  conditions.  Given a differential ideal Z on a manifold M we may speak 

of the complex of piecewise smooth s ingular  Z-chains and the resul t ing Z-homology, 
denoted  by H . , z ( M )  (cf. Section 6 in [BG1]). Of par t icular  interest  are the first 
non-van ish ing  local Z-homology groups and  their  relat ionship to conservat ion laws. 

24) When u = v, the s = 0 Liouville system reduces to a simple Ricatti ff = f2 with dependence 
on a parameter. 

25) If t = to is the first time a singularity is encountered, then for t slightly larger than to the 
singularity will split into "simple" singularities for each of which the asymptotic expansion 
holds with c = 1. 
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In the situation of a hyperbolic exterior differential system on a 4-manifold, we work 
locally in a contractible open set and the issue is this: 

Let V C M be a closed curve. Then ~/ = OS is the boundary of a (piecewise smooth) 
surface, and we ask when S may be taken to be an integral surface of Z? 

Necessary conditions are given by the moment  conditions coming from the space 
Co of classical conservation laws, as follows: For • E Co we have 

=dp 
for some 1-form p, and by Stokes' theorem 

The right hand side vanishes in case S is an integral surface of Z, and by definition 
the moment  conditions are 

f ~ = 0 ,  • Cdo. 

The question is whether they are sufficient as well as necessary in order to be able 
to fill in ~, with an integral surface, or at least with a piecewise smooth integral 
chain whose simplices are integral surfaces. 

We shall discuss this question in the following variational form. Let V0 C M 
be a non-characteristic smooth curve given as the image of a smooth immersion 

f :  [ 0 , 1 ] - + M ,  

and for some 5 > 0, let 7t, 0 -< t _< 5 be a variation of ~/o given by a smooth mapping 

F :  [0, 1] × [0, 5] -~ M 

where Vt = ft([0, 1]) with f t  = x~:~][0,1]×{t}. 

V~ 
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For ~ sufficiently small ft will be an immersion and % will be non-characteristic. 
For 0 < T < 5 we set 

S T =  U ~t with S = S a  
~t<_T 

and we make the assumption 

For all T and for all • C go we have 

f ~ = o ,  O<_T<_6. (~) 
OST 

We then have the following 

PROPOSITION: / f  dimCo = 0% then the moment conditions (1) are necessary and 
sufficient that the S be an integral surface of (M, Z). 

Proof: We must show that for each point p E Se the tangent plane TpSe is an integral 
element of :/7. Clearly it will suffÉce to do this for p E %. Let r be the tangent vector 
field to % and ~ the variation vector field for the family of curves 7t. Note that the 
vector field ~ is only defined modulo r .  We want to show that for each p E % the 
2-plane ze(p)Ar(p) is an integral element. 

Suppose now that • C Co is compactly supported along each ff~ - -  i.e., 
vanishes near the endpoints of the %. Then a standard calculation gives 

0 = ) - -  7 l '  = ~ ,~  1'. 

t=O ~o 

(2) 

Now 42 E Co has the form 

= A DlO + C f~ol 

and depends upon "two arbi t rary functions of one variable". In fact, as is clear 
from the discussion in Section 2.3.2, we may specify A and C arbitrari ly along a 
non-characteristic curve %. Thus, the only way that we can have (2) for all ep is 
that ~'-~ftl0 and ~-Jft01 both restrict to zero on fro. This is equivalent to 

( fho ,  ~Ar> = (f~ol, ~Ar) = 0 

along %, which is what was to be proved. [] 
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§3. Symplectic Hyperbolic Systems 

3.1 Definition and structure equations; characterization of Euler-Lagrange sys- 
tems. A symp lec t i c  hyperbolic ex ter ior  di f ferent ial  s y s t e m  is given by the data 
(M,~,:/:) where M is a 4-dimensional manifold, • is a symplectic form on M, 
and 1: is a differential ideal that defines a hyperbolic system with • C I .  Integral 
surfaces of / :  are thus necessarily Lagrangian surfaces for ~. Examples of symplectic 
hyperbolic systems include the Euler-Lagrange systems introduced in Section 1.6. 

The automorphisms of a symplectic hyperbolic system (M, @, I )  are diffeomor- 
phisms of M that preserve both ~ and I .  As we shall see, inequivalent symplectic 
hyperbolic systems may well become equivalent when considered as hyperbolic sys- 
tems. In particular, a non-linear (M, ~,:/:) may linearize when we consider only 
(M,Z).  

We shall quickly work through the equivalence problem for symplectic hy- 
perbolic systems. As before, we shall assume that the hyperbolic system itself is 
symmetric and non-degenerate. This leads us to consider coframes ~l,w2,w3,~4 
such that 

{  10 =  lAw2 
(1) 

~01 ~-- td3A~M4 

and with the additional condition that the symplectic form is 

~) : a21AO22 -}~ V23At~ 4. (2) 

As in Section 1.5 we may use the assumed non-integrability of t~lo and t~01 to 
assume further that a21 and w 3 generate the first derived systems of El0 and E01 
and that 

dw = 023AO24 mod{w],w 2} 

Coframes satisfying (1)-(3) will be called symp lec t i c  coframes.  

Keeping the notation of Section 1.5, diagonal transformations that preserve 
the conditions (2), (3) must satisfy 

ac -1  • a -1  = 1 

a - l e  • C - 1  ---- 1 ,  

and hence must all be 1. Thus the structure group of the G-structure BG --+ M is 
now 2-dimensional consisting of matrices of the form 

0 1 " 
0 L' 
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Being smaller than our previous group we ma y  expect more invariants, al though 
the condition dO = 0 will tend to impose relations among them. 

The equivalence problem proceeds much as in Section 1.5. The structure equa- 
tions have the form 

(i °° 
022 1 0 0 02 2 [ 9911A02 2 -~ 023A024 l 

d 023 : - 0 0 A 023 @ ~ --9933A023 --9934A024 -- 023A021 / " 
024 0 9943 024 k 9933A024 @ 021A022 ] 

(4) 
By  modifying the pseudo-connection terms in the obvious way  we may  assume that  
the torsion is 

--]gO 021A022 -- (a3 0.)3 ~- a4 024) A021 -- (P3 023 @ P4 024) A022 -- 021A023 \ 
(a3 w 3 + a4 W4)AW 2 -~ W3A02 4 / 

(cl  02~ + c:  02:)A02 3 - (q~ 021 + q~ 02:),,02~ _ 02~A02~ ! • ~ --]g0 023A024 - -  

(ci 021 + e2 02~)A02 4 + ~%022 / 
(5) 

The fiber variation of the individual terms in the torsion is given by 

5ko = @4 = 5q2 = 0 

and 
5P3 : P4 9943 

5a3 = a4 9943 + P3 9921 

5a4 = P4 9921 

5q~ = q2 9921 

dcl = c2 9921 + ql 994a 

dc2 = q2 P43. 

Thus ko,P4, q2 are (absolute) invariants of the G-structure.  If  p4 = q2 -- 0 then P3, ql 
and a4, e2 become invariants, and if in addit ion these vanish then aa and cl become 
im, ariants. The interpretations of these quantities may  be given in an anaIogous 
manner  to what  was done in Section 1.5. 

As an application of these s tructure equations, we shall answer the following 
interesting question: When is a symplectic hyperbolic exterior differential sys tem an 
EuIer-Lagrange system? This is a special case of the more general question: When 
is a hyperbolic exterior differential sys tem an Euler-Lagrange system.? W e  shall not  
a t tempt  to answer this latter question in this paper,  but,  in principle, the techniques 
we use could do so. 

Our  answer is summarized in the following 
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PROPOSITION: The necessary and sufficient conditions that a hyperbolic system 
with torsion given by (5) be Euler-Lagrange is that the invariants satisfy 

k0 = 0, P4 = q2, an = q l ,  c2 = P3, a3 = cl .  (6) 

Proof." We seek the condit ions that  there  exist  

= AwlAw 2 + C W 3 A ~  4 

s ~ i s ~ i n g  

• = 0 (i) 

d O  = 0. (i i)  

Clear ly  (i) gives that  
lit ~_ B ( W I A ~  2 --  &3A~4 ) 

for some funct ion B.  Then  (ii) gives 

dB = - 2 B ( w  I + w3), 

and then  the ident i ty  d(dB) = 0 implies  the condit ions (6). 

This  resul t  has a curious 

[] 

ko = P4 = q2 = P3 = ql = a4 ---- c2 = 0 and a3 ---- Cl ---- S0 

26) This  is equivalent to (M,Z)  being locally the exterior differential sys tem associated to a 
P D E  system 

{ uy = f(x,y,u,v) 

vx : g(x,y, u, v). 

COROLLARY: Let (M,Z)  be a hyperbolic Euler-Lagrange exterior differential sys- 
tem, and assume that each characteristic system $10,7~01 has an integrable sub- 
system. 26 Then (M, Z) is linear. 

This  corol lary  s tands  in s t rong con t ras t  to the exter ior  differential  sys tem assoc ia ted  
to  f - G o r d o n  equat ions  Z~y : f ( z ) ,  all of which are Eu le r -Lagrange  bu t  which are 
non- l inear  unless  f is linear. 

For  the proof  we note tha t  under  the above assumpt ions  we have 
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and hence the structure equations reduce to 

dw 1 -- (so - 1)WlA02 3 

d02 3 = (So - 1)023A021 

dw 2 -- So w3Aw ~ + W3 AW 4 modw ~ 

dzd 4 ~ 8 0 0j1A02 4 -~- 02lAw2 rood02 3 

dso - 0modwl,02 3. 

The last equation results from the identities dSw 1 = d202 3 = 0. These structure 
equations can now be applied to compute the invariants of the ideal :Y as described 
in Section 1.5. The result of comparing these structure equations to those is that 
the system satisfies the conditions to be a linear system set forth in Section 1.5.6. 

Another interesting consequence is: 

COROLLARY: The s ~ -  0 Liouville exterior differential system is not an Euler- 
Lagrange system. 

Proof." W e  consider the above situation of a symplectic manifold (M, ~) and a hy- 
perbolic Euler-Lagrange exterior dif[~rential system I such that • C 2:. The above 
proposition implies that we may write the structure equations in the form 

021 ¢44 -- ¢22 0 0 0 
02 2 ~,2 ¢21 ¢22 0 

d w3 = -- 0 0 ¢22 ¢44 A -- 023 

02 4 0 0 ¢43 ¢44 024 

ws A(_p3 021 + P3 023 + to 024) \ 
023A024 ) + 024A(_q 1 023 -F ql 021 -F tO 022) 
021 A022 

where 
¢22 • --(S0 023 _~_ ql 024) -- 021 

¢44 = --(80 021 _~_ P3 022) -- ~d3 

¢21 -- ~21 - 022 rood 021 

¢43 -- ~43 - w 4 rood 023. 

Comparing this with the structure equations (5) in Section t.5 we deduce that 

I f  a hyperbolic E D S  has the properties that (i) each characteristic sys tem contains 
an integrable subsystem and (ii) Plq3 ~ O, then the system is not Euler-Lagrange. 

By the computation at the end of Section 1.5, the s -- 0 Liouville system has 
these properties and hence cannot be Euler-Lagrange. K] 
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3.2 The three classes of symplectic hyperbolic systems having an infinite number of 
classical conservation laws. In this section we shall discuss the conditions imposed 
on a (symmetric) symplectic hyperbolic exterior differential system (M, q~,Z) to 
have dim Co = c~. Writing 

9 = A fh0 + C ft01 

the condition 
d 9  = 0 

is equi~"atent to the overdetermined system 

A 3 = C - A  A 4 = O  

C1 A - C  C 2 = 0 .  (1) 

The analysis of the solutions to these equations proceeds in exactly the same way 
as that given in sections 2.2 and 2.3, and we shall only give the conclusions. 

It  turns out that there are three classes of symptectic hyperbolic systems with 
dim Co = ee and we shall discuss these. 

Class A: Tile structure equations have the form 

w 2 ~021 0 0 w 2 --a3 0.)2At0 3 :J- W3Aa) 4 / 
d w3 = -  0 0 0 A w3 + ( c l - 1 ) w a A w  1~ (2) 

~0 4 0 0 ~943 024 --C 1 a)4AC01 J- colAw 2 / 

where 
021 (.03 da3 : a31  n t a33  

dcl = claw a + cll co 1. (3) 

We shall show that any such structure is linear. More precisely, we shall say that 
(M, ~ ,Z )  is symplectic linearizable in case there are local coordinates (x ,y ,  u, v) 
together with a 2-form 9 E Z such that d) and 9 generate Z and each is linear 
in u and v. Such a system is clearly linearizable in our previous sense, but not 
conversely. We shall prove that symplectic hyperbolic systems satisfying (2) and (3) 
are symplectic linearizable. 

Proof: Since w 1 and w 3 are separately integrable we may find local coordinates x, y 
such that 

w I = Adz 

w 3 = Cdy.  

These coordinates are determined up to 

(x, y) -- 
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From the structure equations we infer that A, C and a3, Cl are all functions of x, y 
and furthermore that the hyperbolic PDE system 

{ Ay = - ( a a  - 1 ) A C  

C~ = - ( c l  - 1 ) A C  (4) 

is satisfied. 

Next we may find functions u, v such that 

w 2 =_ Bdu ~ modcol,w a. 

co 4 ~ D dv J 

From the s t ructure  equations we have that  

B~ = D~ = 0. 

Thus  we may introduce new coordinates u, v so that 

co z ~ du + E dy m o d  ~ 1 

co 4 =- dv + F dx rood cO 3 . 

From the s t ructure  equations we obta in  

Integrat ing these gives 

E~ = - a a C  E~ = - C  

F ,  = - c l  A F~ = - A .  

E = - C ( x ,  y)(a3(x, y)u + ~,) - Eo(x, y) 

E = - A ( x ,  y) (~l( . ,  y)v + ~) - So(x, y). 

Thus  the exterior differential system 

~IA~Z2 = A d x A ( d u  ÷ E d y )  = 0 
(~) 

w3/,,w 4 = C dyA(dv + F dx) = 0 

models the affine linear P D E  system 

v,~ = A ( x ,  y ) (c l  (*, y ) v  + u) + Fo(x,  y). 

By subt rac t ing  from u, v a par t icular  solution we may assume that E0 = Fo = 0. 
Clearly (5) is l inear in u, v as is 4) = wl/~w 2 ÷ waAw 4. [] 
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Of part icular  interest is the case when a3 = a0 and cl = Co are constant.  
Then  the group of symmetr ies  of (M,q~,Z) is an  infinite-dimensional transitive 
pseudogxoup whose general element depends on two functions of one variable. Note 
that  the P D E  system (4) is then a constant  scaling in x and y of  the s = 0 LiouviUe 
system for the quantities log A, log C. 

Assuming that  (ao - 1)(co - 1) # 0, the general solution is given by 

A = -a ' (x )  
(Co - 1)(c(y) - a(x)) 

c = - e ( y )  
(ao - 1)(a(x) - c(y)) 

and so (5) models the interesting linear P D E  system 

c'(y)(ao~ + ~) 
uy = (ao - 1 ) ( a ( x ) -  c(y)) 

a'(x)(cov + u) 

~ : - (co - t ) ( 4 y )  - a ( x ) )  

In  case ao = Co = 1, (4) gives 

and so 

Ay ----0 

C ~ = 0  

A = A(x) 

c = c ( y ) .  

Thus (5) yields the following linear system 

u + v  

u y -  C(y) 
u ~ v  

vx = d(x )"  

Class B: The structure equations have the form (i000) w 2 1 0 0 0 w 2 
d w3 = - 0 0 0 A W3 

024 0 ~43 0 02 4 

- k o  (01A022 - (a3 023 + a4 (04)A021 _ 021~(03 
(a3 023 + a4 024)A022 + (03A(04 | 

@ --k0 (03A(04 (C1 02 1 @ C2 (d 2) A02 3 -- 023A021 J 

(cl (01 + c2 022) A024 + (01Ax2 / 

(6) 



308 R. BRYANT, P. GRIFFITHS AND L. HSU 

where ko ~ 0 and 

I dko -- - ( a 4  + ClkO) w 1 - c2ko w 2 - (c2 + a3ko) w 3 - a4ko 024 

daa a4~43+a3(c l - -2 )wl  +a3c2w2 +a33w3-- (2a3ko+a4)w 4 

da4 - a 4 ( c l  + 1)02 1 -- a4c 2 022 _ (a  4 ~_ a3ko)023 --  a4ko 024 (7) 

dcl c2 (f121 ~- c l ( a 3  - 2)023 _}_ cla4 w 4 -~ Cll  w 1 - (2Clk0 -{- c2)022 

dc2 - c 2 ( a  3 Jr 1) 023 _ c2a4 024 _ (c2 Jr c1~0) a21 - c2~0 022. 

Compar ing  (6), (7) wi th  the p ropos i t ion  in Section 1.5 we ob ta in  the following 

PaOPOSITION: Any system satisfying (6) and (7) is Darboux integrable on the first 
prolongation. 

In order  to  give a normal  form we need to separa te  into the subcases  

a4 ---- c2 ---- 0 (8) 

a4c2 7 £ O. (9) 

We shall deal  ma in ly  with the first case and shall  show that  

PROPOSITION: A hyperbolic exterior differential system satisfying (6), (7) and (8) 
has ko = constant and is equivalent to the system modeled on the s = 0 Liouville 
system 

{ Uy.~ e k°v 

Vx ~ e k°u. 

Proof: From (7) we have a3 = cl = 0 and so ko = constant .  Thus  (6) reduces  to 

(i °°0 0 d 02 3 - -  - 0 0 A W3 ~- _ k  0 023AW4 _ 023A02 1 

02 4 0 ~)43 024 wlA022 

(10) 

where  ko ~ 0 pa rame t r i ze s  the equivalence classes of these s t ructures .  Since w 1 and 
w a are in tegrable  we m a y  in t roduce  local coordina tes  (x, y, u, v) such tha t  

w = Adx 

w 3 C dy 



EXTERIOR DIFFERENTIAL SYSTEMS~ PART II 309 

and 
w -- B du + E dy m o d  w 1 

~ 4 _ D dv + F dx m o d  ~z 3. 

From the structure equations for dw 2 and d~d 4 we  have 

By -- D~ = 0. 

By changing u, v appropriately we may assume that 

w = d u + E d y m o d w  1 

a~ 4 dv + F dx mod w 3. 

Again from the structure equations we have 

(i) E u = 0  E v = - C  

(ii) Fv = O Fu = - A  

and 
(iii) A ~ = k o A  A ~ = O  

(iv) G = k o C  C~=0. 

Integrating (iii) and (iv) gives 

A = koAo(x,  y)e  k°~ 

while from (i) and (ii) we obtain 

C = koCo(x, y)e  k°~, 

E = - C o e  k°~ + Eo(x, y) 

F = - A o e  k°u + Fo(x ,y ) .  

Thus we now have 

w -- du + (-C%e k°v ÷ Eo) dy mod dx 

~4 __ dv + ( - A o e  k°~ + F o ) d x m o d d y .  

Clearly we may make a substitution 

u--+ u + f Eo dy 

v -+ v + f f  Fo dx 
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to set Eo = Fo = 0 (with a new Ao and Co). The s tructure equations for dco 1 and 
dw 3 then give 

(Ao)y = (Co)x = 0. 

By  choosing new coordinates x and y we m ay  assume that  

w = e k O U d x  

w a e k O V d y  

and 
co = d u  - e k ° ~  d y  m o d  d x  

w 4 = d v  - e k ° ~ ' d x m o d d y  

which gives the s = 0 Liouville system. [] 

REMARK: These systems with parameter/Co are i n e q u i v a l e n t  as symplectic hyper-  
bolic systems but  equivalent as hyperbolic  systems. 

For symplectic hyperbolic  systems satisfying (6), (7) and (9) we may  restrict  
to  the subbundle of coframes that  satisfy 

a3 = Cl = 0, 

in which case the s t ructure  equations reduce to  (~I) ( __k0 a)lAa)2 _ a4 ~d4A~l _ ~1Aa23 

022 -- (P21AWl -~- a4~d4A~M2 ~- CM3AW4 (11) 
d 02 3 ~ -]go W3A~d4 52 ~d2A~-d3 -- ~-d3Aa21 

02 4 -- (~43A023 -~- C 2 ~d2A~.d 4 ~- k)lA~2 2 

where 
d k o  = - a 4  w i - e 2 k o  w 2 - c2 w 3 - a 4 k o  w 4 

d a 4  - a 4  w 1 - a 4 c 2  w 2 - a4 0 2  3 - -  a4ko w 4 (12) 

d c 2  - c 2  w t - c2ko w 2 - c2 w 3 - c 2 a 4  W 4. 

tn  addition, f rom (7) we have 

{~2~ -- w 2 m o d w  1 
(13) 

~ 4 3  - -  w 4 m o d w  3- 

An example of such a system is provided by the hyperbolic system associated 
to the s = 0 Goursat  equations 

uy - (x + y ) '  

v~ - (x + y) 



EXTERIOR DIFFERENTIAL SYSTEMS~ PART II 311 

This  sys tem is D a r b o u x  integrable and is in fact  equivalent,  as hyperbol ic  systems,  
to the linear sys tem :/:t,0 given in Section 1.5. 

Since every sys tem of Class B is D a r b o u x  integrable, f rom the discussion in 
Section 1.5, we see tha t  as hyperbol ic  exter ior  differential sys tems ( though not  as 
symplectie hyperbol ic  EDS)  there are exact ly  two equivalence classes, corresponding 
to the s = 0 Liouville sys tem and the s = 0 Goursa t  system. 

Class C: The  s t ruc ture  equat ions have the form 

where 

and 

ti °° 
W2 1 0 0 592 

d w3 = - 0 0 A 592 

59 4 0 ~04 3 ~O 4 

~ - k o w l  Aw2 - (a3 593 + ko 594)*,591- 591Aw3 ) 
(a3 592 + ko w4)A59 2 + 593A594 

"~-~--k0593A59 4 I:11~11-I-~0~M2)A593--593A59 1 
"J- ]~0 (~]2) A594 -~ 591A592 

d]~ 0 = - k o ( C  1 J- 1) ~o I - ko 2 592 _ ]%(a 3 .j_ 1) 593 _ kS 594 

da3 = ko ~043 + (boo + cl - a3)w 1 + a3k059 2 + a33w 3 - ko(2a3 + 1) 59 4 

dCl : ko ~21 -4,- (boo J- a3 - cl ) w 3 + cl ko 594 + Cll 591 _ ko(2cl + 1) 592. 

In addit ion ko ~ 0 and so f rom the last two equations we see that  we m a y  restr ict  
to a subbundle  defined by a~ -- cl = 0. After  further computa t ion  the s t ructure  
equat ions then become 

592 __(592 .j_ f0 ~O3)A 591 -- ]% ~02A594 -~ 593A024 
~03 : k0 593'A594 ~- k 0 ~03A92 2 -- 593A~O 1 
~04 \ _ ( ~ 4  _}_ f0 591) A593 -- ]g0 ~'4Aa~'2 -F k)lA~ 2 

where 
dko = - k o  (w 1 + ko 592 + ~03 + ko w 4) 

and 

dfo - kofo (w 2 -F w 4) m o d w  I , co 3. 

(14) 

(15) 

(16) 

REMARK: Since ko ~ 0 the structures of Class C cannot be homogeneous as sym- 

plectic hyperbolic systems. The structure equations may be proved to be involutive 

with Cartan characters Sl = s2 =- I, s3 -- s4 = 0 (the w I and w 3 derivatives of fo 
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may be specified arbitrarily); hence structures of Class C depend on one function 

of two variables. 

We will prove that 

PROPOSITION: (i) No structure satisfying (13)-(16) is symplectic linearizable. (ii) 
On the other hand, every such structure is linearizable as a hyperbolic exterior 
differential system. 

Proof: For the proof, since ~1 and ~3 are integrable we may  introduce local coordi- 
nares x, y, u, v such that  

{ a, '1 = A dx 

02 3 : C dy 

and 
w = ( B du + P dx + Q dy ) / A 

w 4 = (Ddv + Sdx +Tdy) /C.  

From the structure equations we deduce that 

By = D~ = 0, 

so we may introduce new coordinates so that  

{ oJ 2 = (du + P dx + Q dy)/A 

w 4-- (dv + Sdx +Tdy) /C.  

Our exterior differential system thus models the P D E  system 

{ Uy + Q(x,y, u, v) = 0 
(17) 

vx + S(x ,y ,u ,v)  O. 

The coordinates x, y are determined up to 

(x, y) = (X(2) ,  Y(~)), 

and A, C then undergo the t ransformation 

(A, C) -* (X'(2)A, Y'(~)C) 

while u, v undergo 
(u, v) 
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Noting that 
= ( &  + Q dy)Adx + (dr + S dx)Ady 

it follows that the condition that Q(x, y, u, v) and S(x,  y, u, v) be non-linear in u, v 
has intrinsic meaning under symplectic equivalence and measures the non-linearity 
of the original system. 

From the dw 2 and de0 4 equations we have 

Q ~ + A = 0  

& + C = 0  

and 
ko(AT - CQ) + C(Ay + AQ~) = 0 

- k o ( A S  - CP)  + A (C ,  + CS~) = O, 

while the dw 1 and dw a equations give 

Q , ~ + C = 0  

S ~ + A = 0 .  

Thus 
( O  - = 0 

( 0  - = 0 

and so 
O=R+f(x,y) 
S = R -  f ( x , y )  

for some function f .  We may then choose new coordinates such that 

co = ( du + P dx ÷ R dy ) / A 

w 4 = (dv + R d x  + T d y ) / C .  

The PDE system (17) becomes 

% + R(x,  y, u, v) = 0 

v ,  + R(x,  y, u, v) = O. 

We will show that: R is necessarily non-linear in u, v. 

From the &o 2 and dos 4 equations we obtain 

R~ = - C  

R~ = - A  

(18) 
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while from the dw 1 and d~ 3 equations we find 

koA 
A~ = ko A~, - 

C 

koC 
G = k 0  G = - - X - .  

(t9) 

Thus 

R~v = -k0 # 0 

so that R cannot be linear in u, v. 

To complete the argument we need to show that systems satisfying (14)-(16) 
linearize as hyperbolic systems. But in Section 2.2 we have seen that there is only 
one class of non-linear hyperbolic system having an infinite number of classical 
conservation laws, namely the class of the s = 0 Liomdlle system. We have already 
seen that this system is of Class B. [] 

We may summarize the situation by the following schematic 

Symplectic equivalence classes of Equivalence classes of hyperbolic 
I hyperbolic systems having an infinitelY-+ systems having an infinite number 
[number of classical conservation taws ] of classical conservation laws 

A - - - - - - - _  
I (linear) 

B <  s = 0 G°nrsat"  

C ~ ~ II (non-linear) 

The notation means that B contains exactly two classes, one of which maps to I 
and the other of which maps to II. 

This illustrates again in a rather dramatic way just how an exterior differential 
system may linearize when we increase its symmetry group. 

To complete the story we shall derive a symplectic normal form for equations 
of Class C. 
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PROPOSITION: Any hyperbolic exterior differential system of Class C is symplecti- 
cally equivalent to the exterior differential system generated by 27 

{ ~  = r(~, y ) v ~  
(20) 

Proof: From the expression for dko in (15) we obtain 

k 2 

- - 7  (ko)~ - c 

Combining these equations with (19) yields the relations 

(i) (AA,~)~ = 0 (CCv)~ = 0 

(ii) (AC)~ = 0 (AC)~ = O. 

From (i) it follows that 

2 R2 (R~)~=0 ( ~)w=0 
and from (ii) it follows that 

(~.R~). = (R.R~)~ = 0. 

Holding x, y fixed for the moment we shall prove the following 

LEMMA: Let R(u, v) be a function that satisfies 

(i) R~ is linear in v and R 2 is linear in u; 

(ii) RuR.  = C is constant; 

then 

27) The symplectic form of the EDS that models (20) is 

(I) ~ ~dlAtJ 2 -~ ~M3AW 4 

1 u 2 /~ [du where wl =-~F(x,y)~f~dx ~ -  ~(;,y~V~ -F(x,y)~@) 

w 3 = - - ~ F ( x , y )  dy F ( x , y )  V v 
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where a,/3, 7, 5 are constants. 

Proof." By (i) 

R,~ = a(u) \ ~  

for suitable functions a(u), a(u), b(v),/3(v). In tile following argument we shall 
assume that a(u)a(u) 7 £ 0 and b(v)/3(v) ¢ 0; the cases where these conditions are 
not satisfied may be handled by (easier) special arguments. Differentiating 

n~ = a(u)2(~ + ~(~)) 

R~ = b(~)2(~ + ~(v)) 

with respect to v and u respectively gives 

2R~R~ = a2(u) 

2R~Rw = b2(v). 

Multiplying these equations and using (ii) gives 

4CR~ = a2(u)be(v). 

Thus 
a2(u)b2(v) 2 _ a4(u) a2(u) 

4C - R ~  4R~ - 4 ( v + a ( u ) )  

b2(v) _ C 
v + ~ ( u )  

which implies that 

and therefore 
a ( u ) = a  i s a c o n s t a n t .  

Similarly, fl(v) = fl is a constant and 

which integrates to give 

n = ~v~(~ + 9)(~ + ~) + ~(~.), 

But then 

7 = 2vzd .  

and so 5'(u) = O, i.e., 5(u) = 5 is a constant. [] 
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Applying the lemma to R(x, y, u, v) with x, y variable gives 

R = ~(x, y)v/~ + 13(x, v)x/v + ~(x, ~) + a(x, y). (~1) 

Hence we can now introduce new coordinates 

= u + 9(x, y) 

= v + a(x, y) 

such that (dropping the tildes) 

w 2 = (du + P d x  + (Ro + p (x , y ) )dy ) /A  

w 4 = (dv + T d y  + (Ro + u (x , y ) )dx ) /C  

where Ro = 7(x, y)v/-U-7. 

To complete the proof we need to show that p(x, y) = u(x, y) = 0. To establish 
this, we return to the structure equation (14). Expanding out the d~2-equation and 
using (19), the coefficient of the [dyAdv]-term yields the relation 

A =  1 ~ / ~  -~'r(~ ,~)  (22) 

while the [dxAdv]-term implies 

Now the [dxAdu]-term gives 

P~=0. 

Ax - A~P  ko(Ro + u) 
- P ~  = A +  + 

A C 

Ax - A ~ P  - A~,(Ro + u) 
= A +  

A 

Differentiating with respect to v, keeping in mind (22), yields 

u(x, y) = 0. 

Similarly,, from the d~,4-equation we obtain 

~.(x, y) = 0. 
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REMARK: The explicit linearization of the F-Goursat system (20) alluded to above 
is achieved by the mapping 

u = p  2, v = q  2 

which transform the F-Goursat system into the following linear PDE system 

py = ½r(x, y)q, 

q~ = ½F(x,y)p. 

The above result stands in interesting contrast to the fact that the usual F-Goursat 
equation 

= F(x ,  zvGG z  

cannot be linearized by a contact transformation in (x, y, z, z~, zv)-space. 

3.3 Euler-Lagrange representations of hyperbolic systems. In this final section, we 
shall discuss the question: What is the maximum number of ways in which a given 
hyperbolic exterior differential system of class s = 0 may be realized as an EuIer- 
Lagrange system, f Given (M, 5[) what we are asking for is the maximum dimension 
of the space E of orthogonat pairs (~, ~) of conservation laws. We shall establish 
the following 

PROPOSITION: For hyperbolic systems Z of class s = O, the dimension of the space E 
is at most 4, with equality holding if and only if  Z is locally diffeomorphic to one 
of the linear systems ZK,o discussed in Section 1.5.6 

Proof: What we shall actually prove is that the maximum dimension of E is achieved 
exactly when the structure equations of (M, Z) are 

0 0 
¢22 0 

0 ~22 -- 044 
0 ~43 

0( 1) 
0 w 2 
0 A w3 

~44 faY4 

~d 3 ~24 
+ 

\~dlA~ 2 

where 
d¢22 = K ~ I A J  

d¢44 =/(bd3A~dl 

where K is an arbitrary constant. Of course, comparing this with the structure 
equations at the end of Section 1.5.6 will then yield the result. 

The proof will proceed by calculations very similar to those used in determin- 
ing hyperbolic systems with infinitely many classical conservation laws. We shall 
only write down the main steps in the computation. 
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A pair of conservation laws may be written as 

= A w l A ~  2 + CW3Am 4 

= B wlAw 2 + Dw3Aw 4, 

and the orthogonali ty condition 
I>Ags = 0 

is 

Thus we have 

A D  + B C  = O. 

H H 
B = - -  D = - - -  

C '  A 

for some function H.  The closure conditions 

d~  = d~I~ = 0 

give 

with 

and 

where 

dA = A ¢44 + Ai a /  

dC = C ¢22 + Ci w i 

A 3 = C  A 4 = 0  

Ct A C 2 = 0  
(1) 

d H  = H(¢~2 + ¢44) @ Hi  col 

H1 = H ( C A 1  - A 2 ) / A C  

H2 = H A 2 / A  

H3 = H(AC3  - C 2 ) / A C  

H4 = HC3/C.  

(2)  

As in Section 2.2 above, from the identities d(dA) = 0 m o d w l , w  2 and d(dC) - 
0 mod w 3, w 4 we obtain 

A2 = No - I ( A p l  - Cq3) 

c 4  = K 0  - ½(Cq3 - A p l ) .  

Then d(dA) - 0 rood w 1 and d(dC) - 0 mod w a gives 

dKo = Ko(¢22 + ¢44) -t- 1 7(Cp4 ¢21 + Aq2 043) + K0i w i 

(3) 

(4) 
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where 

Koi ---- Omod A, C, Ko, A1, C3. 

From the identity d(dH) = 0modwl ,cz  3 we obtain 

H(p4A 2 - q2C 2) = O. 

If P4q2 # 0, then we may normalize to have P4 = q2 = 1 and therefore A = 4- C. 
This imposes conditions beyond (1)-(3) and cuts down the dimension of the solution 
space. Thus we assume that 

P4 = q2 = 0. 

where 

From the identities d(dA) = d(dC) = 0 we find that 

dAl A1(¢22 - -  2 ¢ 4 4 )  + ( K o  - 1 = ~(Apl - Cq3)) ¢21 -}- Aql ¢43 -~ Ali ~ 

d C 3  = 6 3 ( ¢ 4 4  - 2 (~22) -~ ( K o  - l ( C q 3  - ApI)) ¢43 + Cp3 ¢21 + C3i w i 

A12 = At3 -- A14 -- C31 = C32 =- 634 ~ 0 rood A, C, Ko, A1, C3. 

This is just as we found in Section 2.2 above. New conditions arise from d(dH) = O, 
which gives 

K o =  1 - ~ ( A p l  + Cq3) (5) 

and { A1 = C--- ~ 

Lo (6) 
C3 A---- 5 

for some function Lo. From (4) and dKo = -d(½(dPl  + Cq3)) we obtain 

k24 =-- k42 = 0. 

Plugging back into d(dH) -- 0 then gives 

A2p3 + C2p1 -- 0 

C2q~ + A2q3 O. 

Again, if P3ql # 0 we impose further conditions on the system. Thus we assume 
that 

P3 = ql = O, 
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which then gives also that 

Pi =q3  = 0 .  

Substituting these conditions back into dKo and comparing with (4) gives 

k14 : k32 : 0. 

Now we use the expressions for Ai and C3 in (6) to obtain 

dLo = 2Lo(¢22 ÷ ~44) ~- LOi ~i 

where 

and 

Moreover, the conditions 

Lo2 = L04 = 0 

L0i - L0a = 0 mod A, C. 

321 

We then have 

where 

Moreover, (7) gives 

~13 ~ k31 ~ ]~00. 

dkoo = kooi w i 

koo2 -~ ]%04 = 0. 

A2koo3 - C2]gool = 0. 

All - C3a = 0 rood A, C 

are also forced. Noting (3), (5) and (6), at this point we have proved that E is finite 
dimensional. 

From d(d¢22) ---- d(d¢44) = 0 we infer that 

dkl3 = ki3i w 1 + ki3a w 3 

dk31 = / g 3 t l  021 -{- k313 w3- 

Then d( dLo ) = 0 gives 

3(kla - k31)(Lo - A 2 C  2) + AC(A2k133 - C2k31i) = 0. (7) 

If kla ~ k3i then the above relation impose further conditions, cutting down E. 
Thus we need to assume that 
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Again, if koosko01 ~ 0 we impose additional conditions, so we may assume that 

]C001 ----- k003 ---- 0. 

In other words, koo is a constant, say K. At this point we have 

Lo i 
dA= A¢44+-C-'~w + C w  3 

Lo 3 dC = C Cz2 + ~5 ~ + A w 1 

and 
H(A2C2-  Lo) ( ~zl w3) 

dH = H(022 • ¢44) - -  AC ~ + - ~  

dLo-- L0(¢22 d-q b44)-(AnC4(k°AC 1 ) -  3L°2) ( wl w3) 
" 

This is a (non-linear) integrable Frobenius system whose solution depends on four 
constants. Moreover, the structure equations of the exterior differential system are 
the same as the structure equations of the ideal ZK,o described in Section 1.5.6. 
This proves tlle desired equivalence. [] 
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