October 25, 1972
Borel,

The following approach might work to yield a direct sum decomposition. Of course, you
may not like it. G real reductive group. ['-arithmetic subgroup. Slowly increasing is taken to
mean that the condition of the first definition of p. 7 of H.C.—Automorphic Forms on s-s Lie
groups is satisfied. Vg space of CV-functions on I'\G such that Xy is slowly increasing for all
X in universal enveloping algebra at a rate, i.e. with an r independent of X (an important
condition) P (provided with A, M D A, and N) cuspidal subgroup

©p(9) = /F - ©(ng) dn

Set
wp(m : k) = pp(mk)
Lemma 1. If ¢ € Vi then @,(- : k) € Vg uniformly in k.

Let
e(n:m: k)= p(nmk)
Let M = AM,. Let X be in n. Using HC’s notation
¢ (namok; Adk Admo(N)) = ¢(n, AdnX, amo, k)
If X is a root vector X, this is
ala)p(n, X :amg : k)
Using this fact one should not have too much trouble deducing;:

Lemma 2. For mg in a compact set 2, p(n :amg : k) —@,(n: amg : k) is rapidly decreasing
as, a function of a, as all a(a) — a, uniformly forn € N, k € K, and m € Q. ¢ is assumed
to lie in V. N.B.—here I use that the rate is independent of X.

Lemma 3. If ¢,(9) =0 for P # G and ¢ € V then ¢ is rapidly decreasing.
Let’s write ¢ L P if @,(amy : k) is orthogonal to all cusp forms for M, for all a and all k.
Lemma 4. If ¢ 1L P for all cuspidal P then ¢ is 0.

Lemma 5. Suppose ¢ is a function on N(I' N P)\G, X, is slowly increasing for all X, and
¢ vanishes outside of N A, Myk. Then
Z ©(7g)

NP\l

lies in Vg.
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The first lemma is standard in the theory of Eisenstein series. The second is also implicit
in that theory. If 98 is a class of associative cuspidal subgroups let V() be the set of all ¢
in Vi such that ¢ L P if P ¢ B.

By Lemma 4, the sum

Z Va(B)
B

is direct.

Theorem.

Vo = @ Va(P)
B

We have to show that V' is contained in the right hand side. We use induction on rank I,
ie in dim A for minimal P. If this is 0 there is no problem.

If P is cuspidal and Py a class of associate cuspidal subgroups for M (or Mj if you like)
there is a ‘P containing 3.

Lemma 6. If the ¢ of Lemma 5 lies in Vi (Bo), ie if o(amok) lies in Vi, (PBo) for each a

and k, then
Z e(y)

AP\l
lies in Vo (P).

Proved as for Eisenstein series presumably, of Lemma 4.4 of my notes.
Let L be L?(I'\G) and define L accordingly. We have, from the elements of the theory of
Eisenstein series, a decomposition
L= Lp)

L>* = P L>(R)
Lemma 7. L>® C Vg and L=(R) = L= N Vg (P)

and hence

I think that the first statement can be deduced easily from Sobolev’s lemma. The second
is then clear.

To prove the theorem we need a technical result which I describe but do not prove—it is
very similar to your partition of unity argument.

Let ¢ be the rank of I'. For 0 < i < ¢, let X; be a set of representations for conjugacy
classes of cuspidal subgroups of rank ¢. For each P in X, choose a Seigel domain

S(P)=S(P,c,wy) = {sak | s €w,, a € 4,, k € K,a(a) > ¢V simple roots o of P}

whose union, over X, covers I'\G.
We choose by induction downwards from ¢, for every i, 0 < ¢ < ¢, positive constants t;
and u;, and for each P in X; two compact sets p, C Int v, in M, so that

(' Np)pp = Nyt
(N N,)vp = Ny,
and so that if
S(P, pp) = {sak ’ s€py, ke Kae A, ala) >t Va}
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and S(P, v,) is defined in the same way with ¢; + 1 replaced by ¢;, the following two conditions
are satisfied.

(i) If P C X, and P’ C X with ¢’ > 1, then
vS(P,v,) NS(P' vy) # &
= vP~~! belongs to P’ in the sense of my Eisenstein series p. 2.10—i.e. yPy~! D
P
(i) If y € S(P,c,w,) for some P in X, and if ¢, (u(g)) > wuy for at least ¢ simple roots
of P then there is an i’ > 1, a P’ in X;, and a v in I" so that yP'v~! belongs to P
and g € vS(P, pp).

Suppose ¢ € V. We prove by induction upwards that for each i > 0 there is a ¢’ congruent
to ¢ modulo ) Viz(B) so that ¢ is rapidly decreasing in S(P, p,) if rank P =i. For ¢ =0,
S(P, i) is compact and there is no problem. In general choose the function A, so that
X\, is bounded for all X so that A, is 1 in S(P, u,) and 0 off S(P,v,). A, is a function on

N,(I' N P)\G. Set
-7 - Z Z Ap(%)%(%)
PEX;11 TNP\I

If T assume the theorem is valid for groups of rank smaller than I', then I can apply
Lemma 6 to see that the sum on the right is in > Vg(B). Thus o' = ¢ = ¢ (mod Ve (R)).
¢! is by condition (i) and Lemma 2 rapidly decreasing in S(P, p,,) if rank P =i + 1.

Condition (i) and the induction assumption can probably be used to show without too
much difficulty that this is also true if rank P < 4. This takes care of the induction.

Now consider ¢?. ¢? is rapidly decreasing so is X q¢. This is a consequence of Lemma 3.
Hence ¢ C L* =@ L>*(P) C > Vu(P) by Lemma 7. With this we are done.

Does this argument sound alright to you?

R.L.
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